FROM GODUNOYV TO A UNIFIED HYBRIDIZED DISCONTINUOUS
GALERKIN FRAMEWORK FOR PARTIAL DIFFERENTIAL
EQUATIONS

TAN BUI-THANH

Abstract. By revisiting the basic Godunov approach for linear system of hyperbolic Partial
Differential Equations (PDEs) we show that it is hybridizable. As such, it is a natural recipe for us
to constructively and systematically establish a unified HDG framework for a large class of PDEs
including those of Friedrichs’ type. The unification is fourfold. First, it provides a single constructive
procedure to devise HDG schemes for elliptic, parabolic and hyperbolic PDEs. Second, it reveals
the nature of the trace unknowns as the Riemann solutions. Third, it provides a parameter-free
HDG framework, and hence eliminating the “usual complaint” that HDG is a parameter-dependent
method. Fourth, it allows us to construct the existing HDG methods in a natural manner. In
particular, using the unified framework we can rediscover most of the existing HDG methods and
furthermore discover new ones.

We apply the proposed unified framework to three different PDEs: the convection-diffusion-
reaction equation, the Maxwell equation in both frequency and time domains, and the Stokes equa-
tion. The purpose is to present a step-by-step construction of various HDG methods, including the
most economic ones with least trace unknowns, by exploiting the particular structure of the under-
lying PDEs. The well-posedness of the resulting HDG schemes, i.e. the existence and uniqueness of
the HDG solutions, are proved. The well-posedness results are also extended and proved for abstract
Friedrichs’ systems. We also discuss variants of the proposed unified framework and extend them to
the popular Lax-Friedrichs flux and to nonlinear PDEs. Numerical results for transport equation,
convection-diffusion equation, compressible Euler equation, and shallow water equation are presented
to support the unification of the HDG methods.
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1. Introduction. The discontinuous Galerkin (DG) method was originally de-
veloped by Reed and Hill [50] for the neutron transport equation, first analyzed
in [35,33], and then has been extended to other problems governed by partial differ-
ential equations (PDEs) [13]. Roughly speaking, DG combines advantages of classical
finite volume and finite element methods. In particular, it has the ability to treat
solutions with large gradients including shocks, it provides the flexibility to deal with
complex geometries, and it is highly parallelizable due to its compact stencil. As such,
it has been adopted to solve large-scale forward [4,54] and inverse [5] problems. How-
ever, it is has so many (coupled) unknowns compared to the other existing numerical
methods for PDEs, and hence more expensive in general.

Recently, Cockburn, his coworkers, and others have introduced a hybridizable
(also known as hybridized) discontinuous Galerkin (HDG) methods for various type
of PDEs including Poisson equation [10,12,34], convection-diffusion equation [42,43,8,
18], Stokes equation [15,9,44], Euler and Navier-Stokes equations [47,48,40], Maxwell
equation [46,37,38], acoustics and elastodynamics [45], Helmholtz equation [27,17],
and eigenvalue problem [14], to name a few. The beauty of the HDG method is
that it reduces the number of coupled unknowns substantially while retaining all
other attractive properties of the DG method. The coupled unknowns are in fact
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new unknown traces introduced on the mesh skeleton to hybridize the DG method.
Once they are solved for the usual DG unknowns can be recovered in an element-by-
element fashion, completely independent of each other. Existing HDG constructions
however vary from one type of PDE to another, though they do share some similarities.
Moreover, they are parameter-dependent method. Consequently, practitioners may
be wary of deriving/applying the HDG approach to a new PDE.

Our aim is to construct a unified HDG framework that can be applied to any
PDEs and that rediscovers most, if not all, the existing HDG methods when applied
to aforementioned PDEs. More importantly, the unified framework should be able
to provide a constructive approach to discover new HDG methods. It should be
pointed out that similar efforts for constructing a unified DG framework have been
done recently in [32,20,21,22]. We have also successful devised a unified framework
for the discontinuous Petrov-Galerkin method [6]. Following this light, this paper is
an attempt provide a unified framework for the HDG approach.

In the following we summarize the contributions of this article. We start by re-
visiting the Godunov approach for solving a general system of linear PDEs in Section
2. This reveals the fact that the Godunov upwind flux on a face/edge can be hy-
bridized so that it can be computed using information of either of elements sharing
that face/edge and the single-valued Riemann solution. This motivates us to replace
the Riemann solution by a trace unknown living on the mesh skeleton and solve for
it as part of the solution. At the first sight, this seems to be more expensive than the
standard (upwind) DG. However, by a Schur complement approach (“static condensa-
tion”) we show that the actual coupled unknowns is the trace, and hence the number
of globally coupled unknowns are substantially reduced. In other words, instead of
evaluating the Riemann solution first and then the Godunov flux as usually done, we
propose to treat Riemann solutions as unknowns and compute it as part of solution.
We essentially suggest to redesign or, equivalently, to hybridize numerical methods
using the Godunov approach.

The purpose of above systematic construction of the upwind HDG framework is
threefold. First, we have shown that the basic Godunov approach can be used as a
natural recipe to constructively derive the HDG numerical fluxes. Thus, Godunov flux
is hybridizable. However, unlike the Godunov approach that was designed and mainly
used for hyperbolic PDEs, we first generalize it to abstract linear systems of PDEs
and then carry out the hybridization. Second, we provide a better understanding
of the trace unknown, that is, it is nothing more than the solution of the Riemann
problem. Third, our upwind HDG is parameter free by construction. Nevertheless,
from the upwind HDG we will show how one can naturally and constructively derive
families of parameter-dependent HDG methods in the literature.

We next apply our abstract upwind HDG framework to convection-diffusion-
reaction equation in Section 3, Maxwell’s equations in both time and frequency do-
mains in Section 4, and Stokes equation in Section 5. The purpose of these sections
is to show that by exploiting the structure of the underlying PDEs, one can system-
atically construct HDG method with minimal number of trace unknowns. In these
sections, we show the power of the unified framework in rediscovering most, if not
all, of the existing HDG methods and in discovering new ones. In each section (or
its subsections) we provide an analysis of the devised HDG method including the
well-posedness of the HDG global and local systems.

Section 6 is our attempt to generalize the analysis in Sections 3, 4, and 5 to a large
class of PDEs of Friedrichs’ type. It will be shown that one can indeed do so under
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certain conditions which will be stated clearly. In Section 7 we show how to extend
our upwind HDG idea to hybridize the popular Lax-Friedrichs flux. The advantages
and disadvantages of the latter compared to the former are also discussed. After that
we show in Section 8 how to construct variants of the upwind HDG that recover a
popular class of HDG schemes. It is then followed by an extension of the upwind HDG
framework in Section 9 to accommodate cases in which the coefficient of the PDEs are
discontinuous across element boundaries. Section 10 presents an extrapolation of the
proposed framework to nonlinear PDEs. To validate our HDG framework we presents
numerical results in Section 11 for various types of PDE including transport equa-
tion, convection-diffusion equation, compressible Euler equation, and shallow water
equation. Finally, Section 12 concludes the paper.

2. A constructive derivation of a unified HDG framework by hybridiz-
ing the Godunov’s flux. In this section we are interested in constructing a single
HDG framework for general linear system of PDEs of the following form

d d
Tu:=)» 0iFi(u)+Cu:=) 0 (A*u)+Cu=f inQ, (2.1)
k=1 k=1

where d is the spatial dimension (which, for clarity in the exposition, is assumed to
be d = 3 whenever a particular value of dimension is of concern though our theory
is valid for any dimension), Fj the kth component of the flux vector (or tensor) F,
u the unknown solution with values in R™, and f the forcing term. The matrices
A* and C are assumed to be constant and continuous across the domain of interest
Q (the continuity will be relaxed later). Here, J; is understood as the kth partial
derivative. Since the boundary condition plays no role in the basic construction and
understanding of our unified framework, it is ignored until the well-definedness is
concerned. At the point we will provide the boundary condition and show how to
incorporate it through the trace unknown..

We are going to solve (2.1) using the discontinuous Galerkin finite element method.
To begin, let us partition the domain 2 into Vo non-overlapping elements K;,j =
1,..., Ng with Lipschitz boundaries such that €, := U;V:ellKj and Q = Q. Here, h
is defined as h := max;jc1, .. n,} diam (K;). We denote the skeleton of the mesh by
En = U;v;ll@K ;5 it is the set of all (uniquely defined) faces e, each of which comes with
a normal vector n¢. We conventionally identify the normal vector n~ on the boundary
OK of the element K under consideration (also denoted as K~) and n* = —n~ as
the normal of the boundary of a neighboring element (also denoted as KT). On the
other hand, we use n to denote either n~ or n* in an expression that is valid for both
cases, and this convention is also used for other quantities (restricted) on e € &,. For
the sake of convenience, we denote by 5,‘? the sets of all boundary faces and define

0= &, \ £Y the set of all interior faces. We also need 99, := {0K : K € Q3 }.

For simplicity in writing we define (-,-), as the L?-inner product on a domain
K € R% and (-, ") as the L?-inner product on a domain K if K € R?~1. We shall use
[llc = Il L2 () @s the induced norm for both cases and the particular value K in con-
text will indicate which inner product the norm is coming from. We also denote the
e-weighted norm of a function u as |Jul| . . = [[V/eul| ; for any positive e. We shall use
bold-face lowercase letters for vector-valued functions and in that case the inner prod-
uct is defined as (u, v) - = Y70, (u;, v;) i, and similarly as (u, v) o = >0 (u;, vi) g,
where m is the number of components (u;,i = 1,...,m) of u. Moreover, we define
(W, v)q = > keq, (0, V) and (u, V>€£ = Zeesg (u,v), whose induced (weighted)
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norms are clear, and hence their definitions are omitted. We also employ bold upper
case letter, e.g. L, to denote both matrices and tensors. It is our convention that
subscripts are used to denote the components of vector, matrix, and tensor.

We define PP (K) as the space of polynomial of degree at most p on the domain
K. Next, we introduce three discontinuous piecewise polynomial spaces

Vi () = {v € [L2()]™ : vl € [P (K)]™ VK € Qh} :
An (&) = {A e [L2(E)]™ ¢ Al, € [PP (e)]™ Ve € sh},

and similarly for Vj, (K), and Ay, (e) by replacing Qp, with K and &, with e. If m =1,
i.e. scalar-valued functions, we denote these spaces as

Vi (Q) == {v € L*(Q) : v|;r € PP (K),VK € O},
Ap (&) ={N€L*(&): A, € PP (e),Ve € &} .

From now on to the rest of the paper we conventionally use u as the numerical
solution and u® for the exact solution. We would like to find local finite element
solution u € Vj, (K) on each element K € Q. To that end, multiplying (2.1) by v
and integrating by parts we have

(F(u),Vv) —(F () n,v)y +(Cu,v), =, v),, VveV,(K). (2.2)

At this point, the flux F(u) -n on e € 9K is not well-defined since the traces of
both u™ of element K~ and u™ of element K™ co-exist on e. Godunov’s type meth-
ods [26] resolves this by first solving, either exactly or approximately, the Riemann
problem at the interface e and then introducing some (typically upwind) numerical
flux F* (u™,u™) to replace F (u) on the boundary term in (2.2) so that (2.2) becomes

(F(u), V), —(F*(u",u") -n,v), +(Cu,v),=(f,v),, VveV,(K). (23)

OK

It is this numerical flux that couples local unknowns on elements K+ and K~ that
share a face e € 0K. Consequently, the local unknowns on all elements are coupled,
and they must be solved together. This leads to the “usual complaint” that DG has
so many coupled unknowns, and hence is expensive, though it has many attractive
properties.

The chief goal of this paper is to remove this coupling by introducing new trace un-
knowns that live on the mesh skeleton. The beauty of this approach is that the actual
globally coupled unknowns are those newly introduced trace unknowns, and hence the
resulting system is substantially smaller and sparser. Once the trace unknowns are
computed, the usual local DG unknown u are computed locally element-by-element
independent of each other. In other words, by introducing the trace unknowns, we
essentially transform the usual global DG system into much smaller global system
and many little local systems. In the following, we will show that this is possible by
revisiting the basic and classical Godunov flux.

The numerical flux is typically constructed by solving the Riemann problem lo-
cally along the normal coordinate n of K find u (n,t) such that

du n 0 (Au)

ot on
with the initial condition u(n,0) = u~ for n < 0, u(n,0) = ut for n > 0, and
A= ZZ:1 A¥ny,. Here, the time ¢ is introduced to facilitate the understanding of (the

—o, (2.4)
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physics of) the Riemann problem and Godunov flux, but it is otherwise not necessary
in the following development. The detailed solution of the Riemann’s problem can be
found in [53] for example. For completeness, we however review the main points here.
We begin with the eigenvalue decomposition of A

A:=> Afn,=RSR, (2.5)

where S := diag (01,...,0,,) and 0, are eigenvalues of A. To the end of this section
we assume that A has real eigenvalues and independent eigenvectors, i.e., the system
of linear PDEs (2.1) is hyperbolic [53].

Since R forms a complete basis of R™, we can decompose the initial condition as

m

m
u => a;R;, and ut =) ofR,.
i=1

i=1

The solution of the Riemann problem (2.4) for small time ¢ can be shown to be

I m
u* = Za;Ri + Z o Ry, (2.6)
i=1 i=I+1

where I is such that 6; < 0 and 6747 > 0. In terms of the “left” (-) and the “right”
(+) states, we have

u=u + Z (of —a; ) Ry, (2.7)
i=1
and
a=u" - Z (o —a; ) R (2.8)
i=I+1

The Godunov flux F* - n™ on the boundary of element K~ is found by multiplying
both sides of (2.7) by A, i.e.,

F* - n™ :=Au + AZ (o —a; ) Ry (2.9)

Since the positive spectrum of A has no contribution to the second term in (2.9), we
can write

I
F*-n~ =Au - |A|Z(a;"fai_) R;, (2.10)
i=1

where |[A| := R |S|R™!. Now substituting (2.7) into (2.10) gives
F'n " =F(u ) n +[A|(u” —1). (2.11)

Similarly, the Godunov’s flux for the neighboring element KT on the same face ¢ is
given by

F*-nt:=F (u") -n*t +|A|(uf —10). (2.12)
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The following identity obviously holds
[F*-n] =0, (2.13)

where we have defined the “jump” operator [(-)] := (-)~ + (-)7.
Next, combining (2.11) and (2.12) we have the usual “symmetric” form of the
Godunov’s flux

F*on = [F(u) +F (u’)] n + S ]Al(u —u), (2.14)

N =

which is usually used in upwind numerical methods such as upwind DG. It is this
nicely symmetric form that couples the unknowns of the neighboring elements, and
hence the unknowns of all elements. This leads to the “usual complaint” that DG has
so many (coupled) unknowns.

Can we avoid this “standard” global coupling? The above re-derivation of the
Godunov flux with two new expressions in (2.11) and (2.12) in fact provides an answer.
These new formulas are unnecessary and not useful in the standard Godunov approach
since the symmetric form (2.14) is the final product that is actually used in numerical
methods. However, they are the key leading us to a unified HDG framework, as we now
show. We first observe that the Godunov numerical fluxes (2.11) and (2.12) depend
on the DG unknowns of only one side of a face e € 0K and the single-valued solution
u* of the Riemann problem. The numerical flux is then completely determined using
only information from either side (left or right) of the face e € 9K, as long as u*
is (either exactly or approximately) provided. More importantly, this in turn shows
that we can solve equation (2.3) for u element-by-element independent of each other.

The above discussion suggests that we should treat u* as the extra unknown and
solve for it on the skeleton of the mesh instead of using the Riemann solution which
couples the local unknown u. To signify this step, let us rename u* to @ and F* to F.
Conventionally, “hatted” quantities are computed using the trace unknown G while
“starred” quantities are associated with the Riemann solution u*. An immediate
question that arises is how to compute t. To answer this question, we note that a is
a new unknown that is introduced on 0K so that (2.3) can be solved in an element-
by-element fashion. To ensure the well-posedness of our formulation, we need to
introduce an extra equation on K. Clearly, at this point @ is not the solution of
the Riemann problem and hence the identity (2.13) is no longer satisfied in general.
It is therefore natural to use (2.13) as the extra equation. This additional algebraic
equation ensures that what coming out from element K through its boundary 0K
must enter the neighboring elements that share (part of) the boundary 0K. This is
the statement of conservation and it is exactly conveyed by (2.13).

In summary, for each element K, the DG local unknown u and the extra “trace”
unknown u need to satisfy

(F (u),Vv), — <F (u, 1) - n,v>aK +(Cuv)p = (£,v),, YveV,(K), (215a)
<[[ﬁ (u, 1) - n],u>8K =0, Yue Ay, (2.15b)

where we have enforced the uniqueness of the numerical flux weakly which is sufficient
for local conservation. Here, the HDG flux has exactly the same form as the Godunov
one, i.e.

F-n=F(u) -n+|Al(u—1), (2.16)
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but 0 is now an extra unknown to be solved for.

By revisiting derivation of the Godunov flux we have constructively derived the
HDG method for a general linear system of PDEs. The procedure for computing
HDG solution requires three steps. We first solve (2.15a) for the local solution u as a
function of @. It is then substituted into the conservative algebraic equation (2.15b)
on the mesh skeleton to solve for the unknown . Finally, the local unknown u is
computed, as in the first step, using u solved from the second step. To signify the
nature of each step, we conventionally name the element-by-element elimination in
the first and the third step as the local solver, and solving for the trace on the mesh
skeleton in the second step as the global solver.

Let us emphasize some other crucial points. First, we have shown that the Go-
dunov method is hybridizable. Second, the trace unknown in our upwind HDG, once
computed, is no thing more than the Riemann solution; we will verify this fact for vari-
ous linear PDEs in the following. Third, the appearance of |A|, and hence |[A| (u — @),
is to ensure the upwinding mechanism, and hence stability. In the HDG literature
|A| is a free stabilization parameter that must be appropriately chosen for stability,
whereas in our upwind HDG framework |A| arises explicitly from the hybridization
of the Godunov method. Thus, it automatically ensures the stability of the upwind
HDG method if the original Godunov is stable.

At this level of generality, it appears that we have m trace unknowns 0;,i =
1,...,m to solve for on the skeleton. However, when we apply our general HDG
method for a particular PDE—including convection-diffusion-reaction equation in
Section 3, Maxwell equation in Section 4, and Stokes equation in Section 5—we can
eliminate most of them so that there are in fact only a few trace unknowns that need
to be solved for. For all examples considered, we will assume that all the bound-
ary conditions are homogeneous for the clarity of the exposition. The extension to
non-homogeneous boundary conditions are straightforward and hence omitted.

3. HDG schemes for convection-diffusion-reaction equation. In this sec-
tion we will apply the general HDG methodology in Section 2 to convection-diffusion-
reaction equation and its subsets. As shall be shown, we recover several existing HDG
methods and discover new ones.

The problem of interest in this section is the convection-diffusion-reaction equa-
tion written in the first order form

ele+Vu=0 inQ, (3.1a)
Vio+p -Vut+rvu=f inQ (3.1b)

where we assume 8 € [L® (Q)]?, V-8 € L™ (). Simple algebraic manipulation
shows that

2n? 2nin, 2nins; (B -nn
|A| = 1| 2niny 2n2 2nonz 3 -nng
« 2n1n3  2nsng 2n§ B-nnsg |’

B-nn; B-nny (B-nnj ol

with a := 4/|8- n\2 +4and vy =|8- n|2 + 2. If we order the Riemann solution in
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(2.6) as u* := (u*,07,03%,0%) = (u*,0*), the Godunov flux (2.16) becomes

oun; +2(c—0o*) - nn; + B -n(u—u*)n;

1 aung +2 (o —o*) -nng + B-n(u—u*)ny

a aung +2(oc—0*) -nng+ G- -n(u—u*)n;g
afB -nut+aoc-n+P-n(c—0oc*) n+v(u—u).

S (3.2)

If we stop here and construct an HDG method by replacing starred quantities
by hatted ones as in the abstract setting presented in Section 2, we see that there
are four trace unknowns: three from o* and one from u*. However, as can be seen
from (3.2), there are only two independent quantities, namely, the traces |o* - n| and
u* that are needed to compute the upwind flux. In fact, even these two quantities
are not independent of each other, as will be shown, and hence either of them can
be eliminated. This is the key leading to the most economic HDG methods: first
removing all the dependencies, and then constructing HDG methods.

3.1. Constructing HDG scheme by eliminating o* - n. We first show that
the Godunov flux can be written as a function of only u*.
LEMMA 3.1. The following hold true:
i) The Riemann solution u* satisfies

w = {{u) + 2 2 um] m+ Lo ], (3.30)
1 .
o'*-n:{{o-}}-n—!—a[[un]]-n—%[{a-n], (3.3b)
it) The Godunov flux is given by

fml
F*.n= un2 , (3.4)

uns

B-nu+o-n+i(a—pB-n)(u—u)
where
vt 2 (o—6)nt BB

u 7u+a(0- 6)-n+ o (u—u"). (3.5)

Proof. To prove the first assertion we can use popular techniques such as those in
[53]. Here, we take a different approach using the conservation equation. Specifically,
we note that for the convection-diffusion-reaction problem, the conservation (2.13)
gives us four equations for the Riemann solution u*. Solving for v* and o* - n in
terms of v and o we obtain the desired result. The second assertion immediately
follows by substituting (3.3) into (3.2) and inspecting that (3.5) is true. O

Up to this point, we have used the exact Riemann solution and the Godunov
flux to derive identities in Lemma 3.1. These simple results are important since they
immediately pave the way for constructing a HDG method with single trace unknown.
In particular, we start by replacing the starred quantities with hatted ones in (3.4),
and then defining resulting expression as the HDG flux with 4 as the trace unknown,
ie.,

ﬁnl
Fon= ne . (3.6)
unsg
B-nu+o-n+i(a—pB-n)(u—17a)
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That is, we do not assume that 4 satisfies (3.3) and (3.5). It is clear that the first three
components of our HDG flux (3.6) automatically satisfy the conservation condition
(2.15b), and thus we need to weakly enforce only the fourth one according to (2.15b),
ie.,

1
<[[,6'~nu+o‘~n+2(aBon)(uﬂ)}],u> =0, YueA,(e), Veec&. (3.7)
Taking v = (k,v) € V}, (K) ® V4, (K) as the test function, the local equation
(2.15a) when applied to (3.1) becomes: find (o, u) € Vi, (K) ® Vi, (K) such that

@ﬂﬂmm{wmamk+<@ﬂﬂjm%K:0i:Lz& (3.8a)

3

~ (@ Vo) — @ V- () + (u0) + ((Fom) v) = (fo)g.  (38D)

with (f‘ . n) ,i=1,...,4 denoting the ith component of numerical flux (3.6).
K3
In summary, we have proposed an HDG scheme consisting of local equations

(3.8), numerical flux (3.6), and conservation condition (3.7). A question immediately
arises is whether the trace solution 4 of the HDG method is identical to the Riemann
solution (3.3a) and the HDG flux (3.6) is in fact the Godunov one. The answer is,
not surprisingly, affirmative.

LEMMA 3.2. The trace solution @ of the HDG scheme (3.8), (3.6), and (3.7)
coincides with the Riemann solution. Furthermore, the HDG fluz (3.6) is identical to
the Godunov upwind flux (3.2).

Proof. We proceed with the conservation condition (3.7) which shows that

R -1 *
i, = (al(uh + 22 pan not o nl i) = o, Ve (o),
where we have used (3.3a) to obtain the second equality. Now, taking p = @ — u*
yields

la—u*|?,, =0,
which in turn shows that @ is exactly the same as the Riemann solution u*. The
second assertion is clear by defining & - n in place of ¢* - n in (3.3b) and substituting
@ from (3.3a) into (3.6). O

As pointed out in the general case in Section 2, the HDG method involves three
steps. First, we solve the local problem (3.8) for (o, u) as a function of 4, which are
then substituted in (3.7) to have a sparse system of equation to solve for @ on the
mesh skeleton. Finally, repeating step 1 element-by-element with the just-computed

@ gives the local solution (o, u).

3.2. Constructing HDG scheme by eliminating u*. To achieve the goal of
eliminating u*, let us define the unique flux 6* such that

0*sgn(n)::ﬁ~nu+o'~n+%(Ufa'*)~n+g(ufu*), (3.9)

so that the fourth component of the Godunov flux (3.2) can be written simply as

(F*-n), =0" sgn(n).
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Here, we have defined, Ve € &,

1 ifn=n°
sgn(n) := -1 ifn=-n°

Then, we have a result parallel to Lemma 3.1.
PROPOSITION 3.3. The Godunov flux (3.2) is equivalent to

uny
F* n= w2 : (3.10)
uns
0* sgn(n)
where
- 208 - n 2a 2c N
U= (1+m)u+ maﬂnf mf) sgn(n) . (3.11)
Proof. Combining (3.5) and (3.9) gives
(0 —07) % 1+ ) (u—u*), (3.12a)
(=) = ——— (0" sgn(w) ~ B-n—o - (312b)
u—ut) = 5 sgn o-nl. :

Substituting (3.12) and (3.9) into (3.2) ends the proof. O

Proposition 3.3 shows that the upwind flux (3.2) can be written as a function
of only #* instead of u* and o*. This suggests that we can construct a new HDG
scheme consisting of local solver (3.8) with numerical flux ¥ -n and § defined in place
of F* - n and 6*, respectively, in (3.10), where 6 is now the single unknown trace. As
can be seen, the fourth equation in the conservation condition (2.15b) is automatically
satisfied since 6 is single-valued. We need to weakly enforce the conservation for the
first three components, but they are the same up to a constant n;. Consequently,
only one conservation condition on the skeleton is necessary and this ensures that the
number of equations is the same as the number of unknowns, i.e.,

([t sgn(n)],pu), =0, VYueA,(e), Veecé&y. (3.13)

Similar to Lemma 3.2, we can show that the new HDG scheme with 0 as the
trace unknown is equivalent to the standard upwind DG scheme for the convection-
diffusion-reaction (3.1).

LEMMA 3.4. The HDG fluz ¥ -n (3.10) is identical to the Godunov upwind flu.

Proof. The proof is similar to that of Lemma 3.2. O

3.3. HDG method for convection-reaction equation. This is a special case
of (3.1) in which the diffusion coefficient is zero, i.e. € = 0. The construction of the
HDG method following the general procedure in Section 2 is substantially simplified.
In particular, we have

|A‘ = |/8 ! Il| ’
and the HDG flux (2.14) turns out to be very simple

F-n=08-nu+|8 -n|(u—1a). (3.14)
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The local HDG equation (2.15a) on each element K now becomes: find u € V}, (K)
such that

—(u,V~([‘31}))K—|—(uu,v)K—i—<]§"~n,v>aK:(f,v)K7 Yo € V;, (K) (3.15)
with the HDG flux given in (3.14), and the conservation equation (2.15b) is simply
([8-nu+|B-n|(u—1a)],u), =0, VuelA,(e), VYeecé&s. (3.16)

LEMMA 3.5. The trace solution @ of the HDG scheme (3.15), (3.14), and (3.16)
coincides with the Riemann solution. Furthermore, the HDG flur F - n (3.14) is
identical to the standard Godunov upwind fluz for convection-reaction problem.

Proof. To begin, we note that, similar to Lemma 3.1, we can use the conservation
equation to deduce that

i = [ sen(8- )] + {{u)}, (3.17)

which is exactly the solution of the Riemann problem. Next, 4 can can be substituted
into the HDG flux (3.14) to give

Fon=g n{{u)+ g sen(8-n) [8-mu, (3.18)

which is exactly the usual upwind flux [50,53] for the convection equation. Clearly,
we can also bypass the computation of @ to compute the upwind flux directly by

2F-n~ =F-n —F.-n" =28 -n{{u}} + sgn(8-n)[B nu],

and hence obtaining the same result. O

The HDG procedure is the same as before. We first solve (3.15) for u as a function
of 4. We then substitute u into (3.16) to solve for the trace unknown @ on the mesh
skeleton. Finally we recover the local solution u on each element by repeating step
one with known @. The next result shows that our upwind HDG method is the same
as the standard upwind scheme [33,50,35]. This is not surprising since the former is
constructed from the latter by hybridizing the upwind flux.

COROLLARY 3.6. The HDG scheme (3.15), (3.14), and (3.16) is equivalent to
the standard upwind DG scheme.

Proof. We first show that the HDG solution u is a solution of the DG scheme.
But this is clear from the proof of Lemma 3.5. In particular, by substituting (3.18)
into (3.15), the latter becomes the standard upwind DG [33,50, 35].

Conversely, let u be the solution of the upwind DG method, i.e., u satisfies (3.15)
with the upwind flux (3.18). Now, first defining @ as in (3.17), then expressing the
upwind flux (3.18) as a function of @& we recover (3.15). We also observe that the
upwind flux satisfies the conservation equation (3.16), and this concludes the proof.
|

3.4. HDG method for Poisson equation. This is a special case of the HDG
scheme in Section 3.1 in which the velocity field 3 is zero, i.e. 3 = 0. In particular,
the HDG flux (3.6) now simplifies to
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As shown above, 4 is the Riemann solution and hence approximating the trace of the
exact solution on the skeleton. This implies that the discrepancy/error u— converges
to zero as the mesh (or solution order) is refined for PDE with smooth solution. This
observation suggests that one can penalize © — 4 by introducing a penalty parameter
7 so that the HDG flux now reads

ﬂl’ll

o ’ELDQ

ﬁl’l3
o-n+7(u—1a)

, (3.19)

which becomes our upwind HDG when the penalty parameter is unity. On the other
hand, if 7 approaches infinity the trace unknown @ is forced to match the trace
of the DG solution u. One can realize that, by hybridizing the Godunov flux, we
have constructively and intuitively recovered the HDG methods for elliptic equations
proposed in [11].

REMARK 3.7. It is important to point out that since the differential part of the
Helmholtz equation is the same as that of the Poisson equation, the development of
the HDG method for the former is straightforward. In particular, the upwind HDG
fluz, or its penalized variant, for the Helmholtz equation is identical to (3.19). That
is, we have also recovered the HDG scheme for Helmholtz equation in [27,17].

3.5. Analysis. In this section, we discuss the relation of the our proposed HDG
schemes to the existing ones. This is advantageous since we can recycle the results
that have been proved for existing HDG methods. Since the upwind HDG scheme with
(3.8), (3.10), and (3.13) is equivalent to that with (3.8), (3.6), and (3.7), we study
only the latter. We will also discuss the HDG schemes for transport and Poisson
equations.

It is important to point out that our upwind HDG scheme for convection-diffusion-
reactio]\rllppcl:oblem (3.1) is different from that proposed in [42]. In particular, their HDG
flux & -n is

NP’ . n:=B-ni+o-n+7u—1a),
where 7 is the so-called stabilization parameter. On the other hand, by hybridizing
the Godunov’s upwind method, ours is

1
é'~n::,6'~nu+a'~n+i(afﬁon)(ufﬂ).
Nevertheless, we can rewrite our upwind HDG flux as
. . 1 N
a-n:zﬂ~nu+a~n+§(a+ﬂ~n)(u—u),

and if we take 7 = %(aJr B -n) the two fluxes are identical. Moreover, in this
case T — B3 -n/2 = a > 0, and therefore all results in [42] hold for our upwind
HDG method as well. Let us summarize some important points for mixed Dirichlet-
Neumann boundary condition (enforcing boundary condition via the trace unknown
is straightforward and can be found in [42]).
THEOREM 3.8. Assume v — %V -B>0. Then:
e There exists a unique solution for the local solver (3.8) of the upwind HDG
scheme (3.8), (3.6), and (3.7).
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o The trace solution @ of the upwind HDG scheme (3.8), (3.6), and (3.7) exists
and it is unique.
Proof. See [42] for a proof. O
When 8 = 0 the HDG scheme is much simplified as shown in Section 3.4. Conse-
quently, more results can be obtained for this case. Indeed, the work in [12] presents
a complete analysis, including optimal convergent rate, of the HDG method for the
Poisson equation with Dirichlet boundary condition . Thus our upwind HDG method
also converges optimally. A question that immediately arises is whether it is consis-
tent with the local discontinuous Galerkin (LDG) approach proposed [16] in which
the upwinding is done in the opposite direction, i.e. upwinding for (3.8a) and down-
winding for (3.8b) or the other way around. For clarity in the exposition, we present
the answer for the Poisson equation.
Due to Lemma 3.2, we see that since & = u*, and hence & = o*, they also satisfy

(3.5), i.e.,
G—u=—(6-n—0c-n), (3.20)

which says that the unbalanced (or mismatched) components of the flux due to our
upwind HDG/DG discretization of the system (3.1) are opposite. More specifically,
4 —u and 6 -n — o - n are the flux mismatch of quantities v and o, respectively, per
unit area/length. The identity (3.20) implies that the mismatches are opposite. In
particular, if & = uT then from (3.3a)—(3.3b) one can easily sees that 6-n = o* n, i.e.,
they are upwind fluxes in opposite directions. In other words, we have rediscovered
the LDG method from our upwind HDG/DG approach. More generally, (3.20) says
that the amount of out-going mismatched flux for u is exactly the amount of in-going
one for o and vice versa. This is always true unless h approaches 0 (or p approaches
00), for which both sides of (3.20), namely both mismatches, vanish.

We next discuss the upwind HDG scheme for transport equation in Section 3.3.
From Corollary 3.6, the upwind HDG scheme is equivalent to the standard upwind
DG method and hence all the results in [33] hold for the former as well. Let us present
some results that are special for our HDG scheme. These are simpler versions of the
results in Section 6, and hence we postpone the boundary condition enforcement until
then.

LEmMmA 3.9. Ifv — %V -8 > 0, there exists a unique solution for the local solver
(3.15).

Proof. Since the local problem is in finite dimensional space, it is sufficient to
show that u = 0 when f =0 and @ = 0. Indeed, testing (3.15) with v = u we have

— (0, V- (Bu)) ¢ + (vu,u) g + (18- 0]+ B-n)u,u) s =0,
which, after integrating the first term by parts gives
(u, B Vu) e + (v, u) g + (|8 - nfu, u)yi = 0.
Finally adding the above two equations gives
(2v =V - Bu,u) +(2[8 - n[+ B -n)u,u)yy, =0.

Since v — %V-,@>Oand2|ﬁ n|+ B -n >0, we conclude that u=0. O
LEmMmA 3.10. If v — 7V B > 0, there exists a unique solution (u, @) for the
upwind HDG scheme.
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Proof. Similar to the proof of Lemma 3.9, it is sufficient to show that f = 0 and
g =0 imply u = 0 and 4 = 0. Indeed, eliminating @ as in the proof of the Lemma 3.5
we recover the standard upwind DG scheme [33] which shows that u = 0 since f =0
and g = 0. This in turn implies that « = 0. O

We have used the equivalence (Corollary 3.6) between our upwind HDG method
and the standard upwind HDG to obtain the uniqueness of 4 with no effort. Going
one step further we can immediately show the convergence rate of our upwind HDG
method.

THEOREM 3.11. Suppose the exact solution u® is sufficiently smooth, i.e. u®|, €
HPTL(K), then the solution pair (u,d) satisfy the following error bounds

1
flu— ue||L2(Qh) < chP*2 [l ey, -

R 1
18 = wll o (gg) < T2 s gy 5

Proof. Since the upwind HDG is equivalent to the upwind DG scheme, the first
assertion is immediate by the existing convergence theory of the latter (see, e.g.,
[33,49]). For the second assertion, subtracting u® from both sides of (3.17) yields

+ = w Bl L2

R 1
it — oy < H[[u—ue]] sen(8-n)
L2(e)

2

1
< cllu=ul g2y < AT U gros ) -

where the last inequality is from the upwind DG (see [33,49] and the references
therein). Summing over all faces e, and hence elements, ends the proof. O

4. HDG schemes for the Maxwell equations. In this section, we apply our
single abstract HDG framework in Section 2 to the Maxwell equation in both time and
frequency (time harmonic) domains. We will show that by hybridizing the upwind
DG for the first order Maxwell equation we can derive families of HDG schemes
from which we recover many existing methods and discover new ones. The details of
our constructive approach will be discussed at length in Section 4.1 for time domain
equation and in Section 4.2 for the frequency domain counterpart.

4.1. Time domain Maxwell equation. Consider the following Maxwell equa-
tion in the time domain

eg—f—VxH:ﬁ in Q (4.1a)
Vaa—l;l +VXxE=fin Q. (4.1b)

Let us define u = (E,H)” and f = (f;,£,)". We can rewrite (4.1) as

0
QY LV .F(u)=f, (4.2)
ot
where Q = diag (¢, ¢,¢,v,v,v) and the ith component of the flux tensor F (u) is given
by

—eixH
Fz{ eixE}’
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with e; as the ith canonical basis vector in R<.

Let us introduce some notations: define c = 1/\/ve, Z = \/v/e and Y = \/e/v =
1/Z. One can easily see that A in (2.5) when applied to the Maxwell equation (4.1)
can be written as

0 ng —n
1 3 2
A:[llg E]g},whereB: —ns3 0 n;

v n, —nj 0

Following the same exercise as above, one can show that |A| is given by

B o ) (l—n%) —nins —nins
A= [B 9] whereBoc| (e s |,
-nng  —neng (1 —nj)

and the upwind Godunov fluxes (2.11) and (2.12), when applied to the Maxwell
equation (4.1), read

—nXxH+Ynxnx (E*—E)

nxE+Znxnx (H" —H) |’ (4.3)

F*-n:[

where E* and H* are the Riemann solutions.

It can be observed that in order to compute the flux (4.3) only tangent components
of E* and H*, namely —n x n x E* and —n x n x H*, are necessary. It implies that
E* and H* are not independent of each other and this will be confirmed in the
following. Again, this observation is the key to the hybridization in which we remove
the redundancy. We start with the following result for the Godunov flux with exact
Riemann solutions.

LEMMA 4.1. Assuming € and v are positive and continuous across e € &7, the
following hold true:

i) The Riemann solution u* := (E*, H*) satisfies

nxan*:nxnx{{E}}—&—g[[an]], (4.4a)
nxan*:nxnx{{H}}—g[[an]]. (4.4b)

it) The upwind Godunov flux (4.3) can be written either as

F*.n:{—an—i—Ynxnx(E —Ez}7 (4.50)
nx E
or as
* . —n x H*
F 'n_[an+Zn><n><(H*—H)}' (4.5b)

Proof. The first assertion can be found using standard technique for solving the
Riemann problem (see, e.g., [53,29,39]). Here, it is straightforward to obtain (4.4a)—
(4.4b) from the conservation equation (2.13). Indeed, let us show (4.4a), and (4.4b)
follows similarly. When applying (2.13) to flux (4.3), the first three equations read

—n_><H_—|—Yn_><n_><(E*—E_)—n"’><H+—|—Yn+><n+><(E*—E"‘):O7
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which immediately becomes (4.4a) after dividing Y both sides and arranging terms
appropriately.
In order to prove the second assertion, we start by rewriting (4.4a)—(4.4b) as

1 Z
n><n><(E*—E):—§n><[[n><E]]+§[[n><H]]7 (4.6a)
1 Y
nxnx(H*—H):—gnx[[an]]—;[[an]]. (4.6b)
Next, performing the cross product both sides of (4.6a) with Yn we obtain

—Yn><(E*—E)z%[[an}]—l—%nx[[n><H]]7

which, together with (4.6b), yields

nxnx (H —H)=Ynx (E* - E) (4.7a)
nxnXx (E*—E)=—-Znx (H" - H), (4.7b)

where (4.7b) is obtained from (4.7a) by performing the cross product both sides with
n. The upwind fluxes (4.5a) and (4.5b) are readily available by substituting (4.7a)
and (4.7b) into (4.3), respectively. O

We are now in the position to construct HDG methods and we start with the local
solver. Taking v = (e,h) € V, (K) ® V}, (K) as the test function, the local equation
(2.15a) when applied to (4.2) becomes: find (E,H) € V}, (K) ® V}, (K) such that

>

<V%If,h>K+(E,v x h) . + <(f-n)i,hi>aK:0, (4.8b)

=4

F>
=

-

OE
(Eat7e>K_(Havxe)K+ )i,ei>aK:0, (48&)

1

ol

with (f‘ . n) ,1=1,...,6 denoting the ith component of HDG flux.
3

It remains to construct the HDG flux F - n and the conservation equation. To

this end, we follow the same strategy presented in the abstract Section 2, namely, we

simply replace the starred quantities, e.g. E* and H*, in (4.5a)—(4.5b) with hatted

ones, e.g. E and ﬂ, but the latter are unknown traces that need to be solved for.

Let us now present in details two (families of) HDG fluxes based on Godunov fluxes
(4.5a)—(4.5b).

4.1.1. HDG schemes based on E. To define our firss HDG method, we reverse
the results in Lemma 4.1 by defining the HDG flux as in (4.5a), i.e.,

Fone —an+Yn><n><<]:3—E) . (4.9)
nx E
However, now E, in fact its tangent component E! := —n x n x E, is considered as

the unknown. It is obvious that the last three components of the HDG flux (4.9) au-
tomatically satisfy the conservation constraint (2.15b). The task at hand is therefore
to ensure the first three to obey the conservation condition as well. To that end, we
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observe that since the flux —n x H+ Yn x n x (E — E) is a vector in the tangent

plane orthogonal to n, it is sufficient to enforce the continuity in the tangent plane
only, i.e.,

<[[fn><H+Ynxn><(]:]fE)}],ut> =0, VuleAl(e), Yee&, (4.10)

where the tangent trace space A}, is defined as
AL (&) = {A e [L2(E)]™: Al € [P (e)]™, A-ml|, =0,Ve € 5,L} .
Let us also define the tangent component of the electric field as E! = —n x n x E.

The HDG flux (4.9) and the conservation condition (4.10) can be written in terms of
E! and E' as follows

N _ t_ ot
Fon= nXH+Y(E E) : (4.11)
n x Ef
and
<[[—n><H+Y(Et—]§)t)}],ut>€:0, Vil € AL (e), Vee &, (4.12)

where we have used the fact that n x E = n x E’.
The first HDG method is defined by the local solver (4.8), where the HDG flux
is defined in (4.11), and the conservation condition (4.12).

4.1.2. HDG schemes based on H. In this section, the HDG flux is constructed
based on the Godunov flux (4.5b). More specifically, we define

F o H 11
P nxEez(m W) | (4.13)

where the tangent components H? := —n x n x H of H and H' := —nxnxHofH
have been employed.

If we follow the same exercise as in Section 4.1.1 by defining the HDG flux as
in (4.13), where the H! is unknown on e, we see that the first three components
automatically satisfy the conservation constraint (2.15b). Since the flux n x E +

Z (Ht - I:It) is a vector in the tangent plane orthogonal to n, it is sufficient to

enforce the continuity in the tangent plane only, i.e.,
<[[n <E+Z (Ht - ﬂf)]],m> =0, Yu'eAl(e), Vecé&r. (4.14)

Our second HDG method for the Maxwell equation in the time domain consists
of the local solver (4.8) with the HDG flux defined in (4.13) and the conservation
condition (4.14).

Before diving into a detailed analysis, let us present a result parallel to Lemma
3.5 and Corollary 3.6. Since the result is almost the same for both HDG approaches,
we present it for the first one only.

LEMMA 4.2.
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i) Assume e and v are positive and continuous across e € E;. Then, the tangent
component of the trace solution Bt of the first HDG scheme with (4.8), (4.11),
and (4.12) coincides with that of the Riemann solution (4.4a). Furthermore,
the HDG fluz (4.11) is identical to the Godunov upwind flux (4.3).

it) The first HDG scheme is equivalent to the standard upwind DG scheme.
Proof. Though there are differences in the details, the idea of the proof is similar
to that of Lemma 3.5 and Corollary 3.6, and hence we omit the details. O

4.1.3. Analysis. In this section we will present some analysis for the first HDG
method (those for the second HDG method follow similarly and hence omitted). As
in Lemma 4.2, our HDG method is equivalent to the standard upwind DG for the
Maxwell equation, and thus all the existing results on consistency, stability, and con-
vergence [29, 30, 7] automatically hold. We therefore focus on results that are special
for the HDG method. To that end, we need to equip the Maxwell equation (4.1)
with an appropriate boundary condition. For simplicity, the perfect electric conduc-
tion (PEC) boundary condition is employed, namely the tangent component of the
electric field is zero on 9Q2. We enforce the boundary condition through the tangent
trace, i.e.,

E' =0 on 9Q. (4.15)

We next present a fully discrete HDG scheme using, for simplicity, the backward Euler
approach. It is sufficient to present the results for one time step, so we will omit the
time index for clarity. The backward Euler discretization of (4.8) with the HDG flux
(4.11) reads

(eE,e)r — (H,V x e), + <—n xH+Y (Et - 16K\89Et) ’e>aK = (f,e)x,
(4.16a)

(VELB) + (B, V x h)c + (Locoon x BLh) = (k)¢
(4.16D)

where f and g contain quantities known from the previous time step and the forcing
f1,f5. Here, 1px\ oo denotes the standard indicator function for the set 0K \ 9§ and
we have used it to enforce the PEC condition (4.15). We first study the well-posedness
of the local solver (4.16), i.e. step one of the HDG method.

LEMMA 4.3. Assume that e,v > 0. For a given value of £,g and Et, the local
solver (4.16) has a solution and it is unique.

Proof. We observe that the local solver (4.16) is a finite dimensional square
system. Thus, due to linearity, it is sufficient to show that E = H = 0 is the only
solution when f = g = 0 and E! = 0. Indeed, taking e = E,h = H, integrating the
second term of (4.16a) by parts, adding the two equations, and using the fact that

(E“E),

2
k= (nxnxEE),=[nxnxE|y,

we obtain
2 2 2
||E||K,5 + HHHK,V + ||1’1 Xn X E”aK = 07

from which it follows that H=E = 0. O
We next consider the well-posedness of the global HDG system of determining
the tangent trace unknown E?, i.e. step two of the HDG method. We begin by setting
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e =E h = H in (4.16), integrating the second term in (4.16a) by parts, adding the
resulting equations, and then summing over all elements to obtain

A 2
1Bl < +IFG, .+ 3 (v (B —B) B+ 1B nony +

KeQy,
3 <n x Et,H> =0, (4.17)
e OK\OQ

where we have used the fact that E can be replaced by E! in the third term on the
left hand side of (4.16a). We next sum (4.12) over all faces e € &7, set u' = Ef, and
use the definition of the jump operator to arrive at

3 <—an+Y(Et—Et),Et> —0. (4.18)

et DK\

THEOREM 4.4. Assume that e,v > 0. For a given value of £ and g, there exists
a unique solution for the tangent trace unknown Et, E, and H.

Proof. Since the system of linear equations (4.12) for determining E! is square,
it is sufficient, by induction, to show that the solutions E,H and E! of the HDG
method for the first time step are zero with zero initial condition and zero forcing,
i.e. f =g =0. Subtracting (4.18) from (4.17) we have

2
1B, + IR, + B [ rony + D B —F
KeQy,

OK\OQY

which shows that E, H, and hence E?, must vanish and so must Ef, and this concludes
the proof. O

REMARK 4.5. As in Theorem 3.11 we can further obtain the convergence rate
for both the volume E,H and the trace E! unknowns exploiting the equivalence (see
Lemma 4.2) of our HDG schemes and the standard upwind DG in [29, 30, 7]. In
particular, one can show that E,H and the trace Ef converge to the exact solution
with the rate of hp+%, but we leave out the details here.

4.2. Frequency domain (time harmonic) Maxwell equation. Similar to
[46] we consider the following time-harmonic equation

VE—-VxH=0in Q, (4.19a)
VXE—cw’H+eVg=finQ, (4.19b)
V- (eH) =0 in Q. (4.19¢)

As can be seen, A in this case has the structure of the time domain Maxwell equation
(the first two equations with respect to E and H) and the convection-diffusion (the
last two equations with respect to H and ¢). Indeed, the explicit form of A reads

0 B 0 0 ns —1y n;
A=| B 0 D |, where B=| —ng3 0 n;
0 DT 0 n, —ng 0 ns

and 0 are zero matrices with appropriate size. After some simple algebraic manipu-
lations one can show that |A| is given by

B 00 ~ (1 — n%) —ning —ning
|[Al]=| 0 B 0 |, where B= —nny (1-n3) —mong |,
0 0 ¢ —ning —nsng (1 — n%)
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and
o (e—1)n?+1 (¢—1)nny (¢—1)nn;
B= (e—=1)nmy (e—1)n3+1 (¢—1)ngng
(e—=1)nmnz (¢—1)ngn3 (e —1)n3+1

Consequently, the Godunov fluxes (2.11)—(2.12) in this case read

—nxH+nxnx (E*—E)
FFn=| nxE+nxnx H —H)+em+ec[(H-H*) -njn |, (4.20)
eH -n+e(qg—q")
where E*, H*, and ¢* (two vectors and one scalar) are the Riemann solutions.
Similar to previous sections, we seek the relationships between the Riemann so-
lutions to motivate the construction of HDG methods. Proposition 4.6 collects some
important identities.
PROPOSITION 4.6. The following hold for the Riemann solutions E*, H* and g*:

nxnx (E*—E)=nx (H-H"),
(H-H")-n=(¢"~q).
and
nxan*:nxnx{{E}}—i—%[[an]],
nxnxH =—-{{nxE} +nxnx{H}},
H-n={¢n+H}} n,

. 1
0" = {{a}} + [H ]
Using the results in Proposition 4.6, the upwind flux (4.20) can be written either as

—-nxH+nxnx (E*—E)
F* - n= nx E*+e¢*n || (4.21)
eH -n+e(qg—q")

or
—n x H*
F'-n=| nxE+nxnx (H*—H)+e¢*n |, (4.22)
H-n+:(q—q")
or
—n x H*
F'n=| nxE+en+nxnx (H —H)+¢[(H-H") -njn |. (4.23)
eH* -n

We have used the property of Riemann solutions E*, H* ¢* and the Godunov
flux to construct different forms of the upwind fluxes (4.21)—(4.23) and identities in
Proposition 4.6. One can observe from (4.21)—(4.23) that we in fact need only either
the pair (n x n x E*, ¢*) or the pair (n x n x H*, ¢*) or H* to compute the upwind
flux. This motivates us to define the following two! (families of) HDG schemes for
the time harmonic Maxwell equation based on two different, but equivalent, Godunov
fluxes (4.21)—(4.22).

LOur analysis shows that the HDG local solver using the HDG flux (4.23) does not have a unique
solution for ¢ for the interior elements. A remedy similar to Section 5 can be done but we skip its
discussion in this paper to keep the length of the paper reasonable.
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4.2.1. HDG scheme based on (Et,cj). The starting point of the first HDG
scheme is to define the HDG flux based on (4.21), i.e.,

) —nxH+ (B - B')
F-n= nx B fegn |- (4.24)
eH-n+¢e(q—q)
Thus, the actual single-valued trace unknowns in our first HDG scheme are the tangent

vector B! and the scalar §. )
Our next step is to determine the algebraic constraints (2.15b). Since nx Ef+¢gn

automatically fulfill the conservation property and —n x H + (Et — Et) lives in the

tangent plane, (2.15b) in this case reduces to

<[[—n x H+ (Et - Et>ﬂ,ut> =0, Vu'eAl(e), Vecé&, (4.25a)
([eH-n+e(qg—9),\), =0, XeAy(e), Veel;. (4.25b)

One can observe that Ef — Ef and q — G are the mismatches between the trace
unknowns and volume unknowns (in fact their traces) restricted on the mesh skeleton.
These mismatches vanish for the exact solution, but converges to zero for the HDG
solutions as the mesh (or solution order) is refined. This suggests that one can control

these mismatches by introducing two penalty parameters 7t and 7" to form a penalized
family of HDG fluxes as follows

—nxH+ 7t (Et—]:]t)
F.-n= nxE +egn |- (4.26)
eH-n+7"¢(q¢—q)

The conservation algebraic constraints in this case read
<[[—n x H 4 7t (Et - Et)]], ,ﬁ> =0, Vu'eAl(e), Veec&y, (4.27a)
(eH-n+7"c(¢g—q4)], N, =0, Veec&, VYAeA;. (4.27b)

Clearly, we recover the upwind HDG scheme by setting 7¢ = 7" = 1.

Next is the description of the local solver. Taking v = (e,h,v) € V,(K) ®
Vi (K) ® Vi, (K) as the test function, the local equation (2.15a) when applied to
(4.19) becomes: find (E,H,q) € V;, (K) ® V;, (K) ® V}, (K) such that

(VE,e)p — (H,V x e), + 23: <(F . n)i ’ei>aK =0, (4.28a)
i=1

— (ew?H,h) . + (E,V x h) . — (¢, V - (¢h))  + 26: <<F : n)i , hi>aK = (£,h)

(4.28D)
— (£HL, V) + <(F : n>7,v>aK —0, (4.28¢)

with (f‘ . n) ,i=1,...,7 denoting the ith component of numerical flux (4.26).

The first HDG scheme consists of the local solver (4.28) and the algebraic equa-
tions (4.27), where the HDG flux is given in (4.26).
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4.2.2. HDG scheme based on (I:It, d) . In the second HDG scheme, we define
the HDG flux based on (4.22), i.e.,

—n x H
F-n= an—nxnx(H—flt>+5Qn , (4.29)
eH-n+e(q—q)

where H* := —n x n x H, and ¢ are now the single-valued unknown traces that
need to be solved for. Our HDG flux (4.29) is exactly the proposed HDG flux for
time-harmonic Maxwell equation in [46] with unity stabilization parameters. The
beauty of our approach is to construct the HDG flux (4.29) by hybridizing the upwind
scheme using the Godunov flux. On the one hand, our upwind HDG approach is
(stabilization) parameter-free and hence removing the “usual complaint” that HDG
schemes are parameter-dependent. On the other hand, one can view our approach
as a constructive way to devise the parameter dependent HDG family in [46] by
introducing two parameters ¢ and 7" to penalize the deviation of H' and q from H
and ¢, respectively, and rewrite (4.29) as

—n x H
F-n= an—Ttnxnx(H—ﬂt>+5Qn . (4.30)
eH -n+ 7" (q— q)

Clearly, when 7t = 7™ = 1 the upwind HDG flux (4.29) is recovered.

It is obvious that the first three components of the HDG flux (4.30) automatically
satisfy the conservation constraint (2.15b). For the next three components, note that
nxE—7'nxn x (H — I:It> is a vector in the tangent plane while e¢n is a vector
along the normal vector. The latter automatically satisfies the conservation condition
since ¢ is single-valued, and hence will not appear in the conservation condition. Let
us define the tangent component of the magnetic field H as H? := —n x n x H. The
conservation condition (2.15b) when applied to the HDG flux (4.30) reduces to the
following algebraic constraints

<[[n xE+ 7t (Ht - I:It)]]7ut> =0, Vu'eAl(e),Vecé&r, (4.31a)

€

(eH-n+7"c(¢q—q)],p), =0, Veel&,, VuecAp. (4.31b)

The second HDG scheme consists of the local solver (4.28) and the algebraic equations
(4.31), where the HDG flux is given in (4.30).

REMARK 4.7. Given the understanding on the nature of HDG schemes established
in this paper, one can introduce a new HDG scheme based on the HDG flux (4.22) by
defining

eq sgn(n) :=eH -n+ 7" (¢ — §),
which transform the HDG flux (4.22) into

—n x H
F.n= an+Tt(Ht—I:It)+5(H-n)n+7”5(q—q:sgn(n)>n . (4.32)
£q sgn(n)
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For this HDG flux, the first three and the seventh conservation conditions are automat-
ically satisfied. We are left with three algebraic constraints, i.e. Y € Ay, (e) e € &7,

<[[n x E + 7t (Ht - I:It) +e(H -n)n+7"e (q —g sgn(n)) nj, u>e =0. (4.33)

By construction, the HDG fluzes (4.22) and (4.32) are equivalent though different in
appearance. The number of the algebraic constraints in (4.31) is also the same as that
in (4.33) since the tangent trace space A} has two components while it is three for
Ay.

Parallel to Lemma 3.5 and Corollary 3.6, the following results hold for two pro-
posed HDG families.

LEMMA 4.8. Assume €, v are positive and continuous across e € E;, and Tt =
™ =1.

i) The tangent component of the trace solution H' (or Et) of the two proposed
HDG schemes coincides with that of the Riemann solution in Proposition 4.6.
Furthermore, the HDG fluzes are identical to the Godunov upwind fluz (4.20).

1) The two proposed HDG schemes are equivalent to the standard upwind DG
scheme.
Proof. The proofs of these assertions are similar to those of Lemma 3.5 and
Corollary 3.6, so we leave out the details. O

4.2.3. Analysis. For simplicity in the exposition we will analyze our HDG
scheme for the fully upwind case, i.e. 78 = 7% = 1. For the general case with
7t 7™ > 0, all the proofs will go through except that some terms will carry 7% and
7™. Since our second HDG scheme is the same as that proposed in [46], its analysis is
ignored and the readers are referred to [46]. Thus, the analysis of the our first HDG
scheme, a new HDG scheme for time harmonic Mazwell equation, is the main focus of
this section. By construction, it is automatically locally conservative and consistent
since it is equivalent to the upwind DG method as shown in Lemma 4.8.

In order to study the well-posedness of the local (solving for E, H, ¢ as a function
of E and 4) and global solvers (solving for E and G on the mesh skeleton), we need
to supply boundary conditions. For simplicity, we again consider the PEC boundary
conditions

nx E=0, and ¢ =0 on 91,
which is enforced through the hybrid variables, i.e.,
nx E'=0, and ¢ =0 on 99.

The local solver (4.28) with the HDG flux (4.21) equipped with the boundary condi-
tions reads

(VE,e), — (H,V x e) . + <—n x H + (Et - 13K\39Et> 7e>aK =0, (4.34a)
— (ew?™ ,h) 4+ (BE,V x h) — (¢, V- (¢h)) +

<13K\39n « Bt h>8K + (Lox\anedn, h), - = (£,h), (4.34b)

- (EHa VU)K + <€H ‘n+e (q - laK\QQQ) 7U>6K = O’ (434C)

Similar to [46] we also assume that ew? is not an eigenvalue for an eigenvalue
problem defined by local solver (4.34) or by our HDG scheme with f = 0. This
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assumption is implicitly understood from now on to the end of the section. We are
now in the position to study the well-posedness of the local solver.

LEMMA 4.9. Assume that € > 0. For a given value of £ and H, the local solver
(4.34) has a unique solution for E;H and q.

Proof. Since the local solver is a square linear system in finite dimensional space,
it is sufficient to show that E = H = 0 and ¢ = 0 is the only solution if f = 0, Ef =0,
and ¢ = 0. Indeed, first, since ew? is not an eigenvalue of the local solver (4.34), H
must vanish. Second, taking e = E,;h = H and v = ¢, integrating by parts the second
term in (4.34a) and the first term in (4.34c), and adding all equations in (4.34) yield

I, + |5, + a3k =0,

which implies E =0 on K and ¢ = 0 on K. It follows from (4.34b), by integrating
the third term by parts, that

(e¢h,Vgq), =0, VheV,(K),

which in turn shows that ¢ is constant on K. Since ¢ = 0 on 0K, ¢ must vanish, and
this ends the proof. O

We next study the well-posedness of the global solver for E! and q.

THEOREM 4.10. Suppose v > 0. For a given value of £, there is a unique solution
for trace unknowns E! and G. Consequently, there is a unique solution for the local
volume unknowns E, H, and q.

Proof. Similar to the proof of Lemma 4.9, we exploit the finite dimensionality
and linearity of the square system determining E’ and G. The well-posedness of global
solver is equivalent to show that the pair Ef = 0 and ¢ = 0 on &y is the only solution
if f = 0. We proceed by taking e = E;h = H and v = ¢ in the local solver (4.34).
Next, integrating by parts the second term in (4.34a) and the first term in (4.34c),
and adding the resulting equations of the all together we obtain

||E||?)h,v + Z <(Et - 18K\69Et) ’Et>aK + <1aK\aQn x B, H>8K +
K

> (Lorvaeedn, H), o+ (2 (¢ — Loxvo0d) @)y = Hllg, e - (4.35)
K

On the other hand, taking p! = E* and A = § in (4.25) and then adding the resulting
equations lead to

EK: <—1aK\3Qn < H, E%K + <13K\39 (Et — Ef) 7Et>8K +

Z (loxrooeH -1, G) . + (Lokvoae (¢ — §) ,G) 5, = 0. (4.36)
K

Next subtracting (4.36) from (4.35) yields

2 - - ~ ~
1Ellq, . + Z <1aK\aQ (Et - Et) B — Et>8K + (Lorxvo0e (0= 4) 4 — ) oy
K

+ 1B + llallg. = IHllg, .o (4.37)
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Since ew? is not an eigenvalue of the eigenvalue problem defined by the HDG scheme
with f = 0, H must vanish. As a result, from (4.37), we infer that E = 0 on €,
E'=E'=0o0n&, G=qon &, and ¢ = 0 on dN. Tt follows that ¢ is continuous
and has zero trace on 0.

Now taking v = ¢ in (4.34c), using the fact that H =10, § =g on &7, and ¢ =0
on 0f), and then summing the resulting equations all together we have

(&‘I‘I7 Vq)ﬂh = 07 VH € Vh (Qh) s

which implies that ¢ is piecewise constant. However, ¢ is continuous and vanishes on
0f). This can only be true if ¢ is identically zero. Consequently, ¢ = 0 on &; as well.
|

4.2.4. HDG schemes for vector wave equation. We have explicitly imposed
the divergent free condition for the magnetic field in (4.19c¢), and hence it is necessary
to introduce the Lagrange multiplier ¢ in (4.19b) [46]. Though this formulation is more
stable, especially when w is small, we have one extra PDE with one extra unknown.
If this is not desirable one can study the vector wave equation directly, i.e.,

VE-VxH=0inQ, (4.38a)
VxE—-ew’H="finQ, (4.38b)

which is a simplified version of (4.19). Indeed, one can show that the Godunov flux
in this case reads
F* on— —nxH+nxnx (E*-E)
o nxE+nxnx (H —H) |’

which is, as expected, a simpler version of (4.20) by removing the last component
and all the terms associated with the normal direction. It is also almost the same
as the Godunov flux (4.3) for the time domain Maxwell equation. This observation
immediately gives us two HDG fluxes without detailed arguments, i.e.,

F'n:l—an+nxnx(E—E) , (4.392)
nx E

and
R —nxH
F-n= n><E+n><n><(I:I—H>] (4.39b)

We can construct two HDG schemes corresponding to these two HDG fluxes, the
former of which is a new HDG scheme for vector wave equation (4.38) while the latter
coincides with that proposed in [46]. Clearly, the analysis for time harmonic Maxwell
equation in previous sections still holds by removing appropriate terms, and for that
reason we leave out the unnecessary details here.

5. HDG schemes for Stokes equation. Consider the Stokes equation in the
following first order velocity-pressure-gradient form (see, e.g, [44,15]):

v 'L-Vu=0, inQ (5.1a)
~V-L+Vg=f, inQ (5.1b)
V-u=0, in{, (5.1c)
/ qdQ=0. (5.1d)

Q
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Let us define

(vi-2)
2

~v:=v2[(u—u*) -nn—nxnx (u—u*),

2 2
o= —in-(L—L*)-n—i—i(q—q*).
2 2
Following the same exercise as above, one can compute |A| so that the Godunov

flux in this case reads

m-(L-L)-nnon- Ynong-q),

Y:=n®[L-L") n]+ 5

. —n@u+X
Fn=|  -Lnt+gn+~vy |. (5.2)
u-n—+a«

By inspection, the following result for the Riemann solutions L*, u* and ¢* is straight-
forward.
PRrOPOSITION 5.1. There hold:

2—-2
2:lfl(X’("r"i‘(\[Q)n®m-'y>=1f1®(u—u*), (5.3a)
2
a:—g»y-n:—(u—u*)m, (5.3b)
2
E~n:§n®n~7:—an7 (5.3¢)
and the Godunov flux can be written as

—-n®u*
F* n=| -L-n+qn++2[(u—-u*)-njn—nxnx (u—u*) |. (5.4)

u*-n

As can be seen, u* is the only quantity required to compute the upwind flux. This
observation is the key to construct the HDG method. As for other PDEs discussed
in this paper, we start our HDG construction by defining (5.4) as the HDG flux, i.e.,

—n®u
F-n=| -Ln+@m++2[(u—10)-njn—nxnx(u-a) |, (5.5)
u-n
with @1 as the trace unknown that needs to be solved for.

Unlike the other PDEs for which we have started defining first the conservation
condition and then the local solver, for Stokes case it is useful to discuss the local
solver first as we will see. The reason is that additional condition has to be introduced
to make the HDG method for Stokes equation well-defined, and this is best motivated
through the local solver. To that end, taking v = (G, v,r) as the test function, the
local equation (2.15a) when applied to (5.1) becomes: find (L, u, ¢) such that

(VL,G)K—F(U,V'G)K—<13K\agn®ﬁ,G>aKZO, ( )

(L,VV) e = (¢, V- V) g + (=L -n+qn,v) 5+ (5.6b)

<\/§ [(u — laK\agﬁ) . n] n—nxnx (u — laK\agﬁ) ’V>aK =(f,v)g, (5.6¢)
—(u,Vr) + <13K\39ﬁ -n, r>aK =0, (5.6d)
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where we have imposed the homogeneous Dirichlet boundary condition, u = 0 on 912,
through the trace unknown u. Next, we use the energy method to study the well-
posedness of the local solver. Since it is linear and finite dimensional, it is sufficient
to show that L = 0, u = 0 and ¢ = 0 is the only solution of the local solver if f = 0
and @1 = 0. To begin, taking G = L,v = u and r = ¢ in (5.6), integrating by parts
the second term of (5.6a) and (5.6b), and then adding the resulting equations of (5.6)
all together yield

2 2 2
L[, + llu-nf5x 5+ lnxnxufy, =0

which implies that L=0on K, u-n =0 and n x n X u on dK, and hence u = 0
on OK. It follows that (5.6a), after integrating the second term of (5.6a) by parts,
becomes

(Vu,G), =0, VG €V, (K),

from which we infer that u must be a constant vector on K, in fact null vector since
it vanishes on the boundary.

Similarly, integrating the second term of (5.6b) by parts and using the results
L =0 and u = 0 we obtain

(vqav)K:()a VVGV}I(K),

which shows that ¢ must be a constant. At this point, one can observe that there is
no extra information to prove the uniqueness of ¢, or equivalently ¢ = 0. To resolve
this issue, a natural idea is to equip the local solver (5.6) with a minimal condition
to enforce the uniqueness. Similar to [44,15], we choose

7= p, on 0K, (5.7)

where g is the average of ¢ on 0K defined as g := |8K|_1 (¢,1) 5, and p is a constant
function belonging to

Ay (0Q) :={X € L* (0) : A|yx € P°(OK) VK € Q}.

Let us state the well-posedness result in Lemma 5.2.

LEMMA 5.2. Suppose v > 0. Given G and p, there exists a unique solution
(L,u,q) for the local solver (5.6)—(5.7).

Proof. 1t is enough to show that 1t = 0 and p = 0 implies L = 0,u = 0 and
g = 0. Using the above motivation for the augmented local solver (5.6)—(5.7) we need
to only show ¢ = 0, but it is clear since ¢ is constant and have zero on 0K according
to (5.7). 0O

We next construct the global system of equations on the mesh skeleton to solve
for i1 and p. To this end, it is important to realize that the well-posedness of the
augmented local solver (5.6)—(5.7) comes at an expense of introducing a new unknown
p constant on each element boundary in addition to the trace unknown . Since the
HDG flux components corresponding to (5.1a) and (5.1c) automatically satisfy the
conservation constraint (2.15b), we are left with three algebraic constraints (2.15b) in
our HDG scheme for the trace unknown u, i.e., Vu € Ay, (e) ,Ve € &7,

<[[_L.n+qn+\f2[(u_ﬁ)-n]n_nxnx(u_ﬁ)}],u>e=o. (5.8)
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We still need one extra equation for p. To seek this equation we note that if we take
r as a constant function so that r|,, = |55 € Ay (OK), then (5.6d) reduces to

<18K\89ﬁ : n7’r>3K = Oa
which implies
(log\oeu-m,€), . =0, VEe A, (9K), (5.9)

since the trace operator from the space of constant functions on K to Ay (OK) is
surjective. Since 4 is viewed as one of the inputs (the forcing) for the local solver,
(5.9) is the compatibility condition for & and this is exactly the extra equation we
are looking for. Thus, not only the usual conservation condition (5.8) but also the
compatibility condition (5.9) constitutes the HDG equations on the mesh skeleton
whose well-posedness is now discussed.

THEOREM 5.3. Assume v > 0. The HDG scheme consists of the local solver
(5.6)~(5.7) and the algebraic condition (5.8)-(5.9) has a unique solution (L,u,q, 1, p).

Proof. We again employ the energy method as in previous sections. The task at
hand is to show that f = 0 implies L =0, u=0,¢g =0, @t =0 and p = 0. Integrating
by parts the second term of (5.6a) and (5.6b), adding the resulting equations of (5.6)
all together, then summing over all elements give

||L||?zh,y - Z (log\oon ® 0, L), — <\/§ [(u—1pK\000) -n] ,u- n>

oK
K

— Z (nxnx (u-—1yx o) ,u>aK — (log\onu - 1, q>aK =0. (5.10)
K

On the other hand, taking g = 1 in (5.8) and subtracting the resulting equation from
(5.10) we arrive at

HLH?Z’”V —+ Z H(ll — 1()K\8Qﬁ) . nHZK,\/ﬁ —+ Z ||Il X n X (ll — laK\dQﬁ)HZK = 0,
K K

which shows that L must vanish, i.e. L = 0, on K. It also implies that u-n =
laK\BQﬁ ‘nandn xnxu= laK\QQn Xxn xuon 0K. Thus, u = 18K\89ﬁ on 0K.
In other words, L=0o0n 2, u=1ton &7, and u= 0 on 5,?. Since 1 is single-valued
on &, u must be continuous across y,.

Now integrating the second term of (5.6a) by parts we obtain

(Vu, G)Qh =0, vVGeV, (Qh) s

and hence u must be a constant. But u is continuous and vanishes on 5,‘? , 1t must
vanish over €. As a result, @ =0 on &f.

Next, integrating the second term of (5.6b) by parts and using the results L =0
and u = 0 we obtain

(VQ7V)K:07 VVe\/vh (K)u

which shows that ¢ must be piecewise constant. On the other hand, if v is taken as a
constant vector, it is clear from (5.6b) that g = 0. Thus, ¢ = 0 on K. It follows that
p also vanishes on 99, due to (5.7) and this ends the proof. O
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REMARK 5.4. As can be observed, though (5.7) is introduced to enforce the
uniqueness of q locally on each element, and hence the local solver, it automatically
enforces the uniqueness of q globally as shown in the proof of Theorem 5.3. This is
the reason why we do not need to explicitly enforce (5.1d) in our HDG scheme.

Though there are other HDG schemes such as those in [9], let us only discuss
the similarity and difference between ours and that proposed in [44, 15] since they
are related. Indeed, let us derive the HDG family in [44, 15] from ours. To that
end, we first simplify our HDG flux (5.5) by removing v/2 [(u — 1) - n] n. Next, let us
introduce a stabilization matrix 7 to penalize the deviation of the tangent velocity
n x n x (u— 1) so that the HDG flux (5.5) now becomes

. —n®u
Fn=| -Ln+gn—Inxnx(u—u)
a-n

This is exactly the penalized HDG flux proposed in [44,15] for the velocity-pressure-
gradient form of the Stokes flow. Clearly, by taking .7 as the identity we obtain a
simplified version of our upwind HDG flux (5.5) in which we omit v/2[(u — 1) - n] n.

REMARK 5.5. We note that there are other forms of the Stokes equations, see [15]
for example. Following our HDG construction, we can similarly derive HDG methods
for these forms as well. Since not much more benefit can be gained, we omit the
details.

6. A HDG framework for Friedrichs’ system. We have used our unified
HDG framework to constructively derive HDG schemes/families for three special
PDEs in Sections 3, 4, and 5. Our intention has been to show that by employing
our single abstract framework, namely hybridizing the upwind Godunov flux, one
could derive different classes of HDG methods by exploiting the special structure of
the underlying PDEs. This is then followed by the well-posedness analysis. As can
be seen, though there are differences in the detailed manipulations, the construction
and analysis are similar for all PDEs that we have considered. A natural question is
whether we can unify not only the construction, as we have done, but also the analysis
for a large abstract family of PDEs.

It is the purpose of this section that we generalize the analysis of our proposed
upwind HDG framework for a large class of differential operator (2.1) of Friedrichs’
type. We are interested in Friedrichs’s systems since they embrace a large class of
elliptic, parabolic, and hyperbolic PDEs. We start with the standard assumptions
(see, e.g., [24,20,32]):

C e [L>=(Q)™™, (6.1a)
AF e [L®(Q)]™™, k=1,...,d, and iakAk € [L* ())™™, (6.1b)
k=1
AF = (Ak)Ta.e. inQ, k=1,...,d,, (6.1c)
c+cCT+ zd:akAk > 2a9I a.e. in Q, (6.1d)
k=1

where ag > 0 is some coercivity constant. In this paper, we restrict our analysis to
the boundary condition defined by

(A —|A|)u=0o0n 99, (6.1e)
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and we assume that
NA-JAD+N(A+]A|) =

with A/ denoting the nullspace of its argument.

With this simple setting, one can show that the abstract PDE (2.1) with boundary
condition defined by (6.1e) is well-posed, i.e. 7 is an isomorphism from its domain
to its range [19]. More general settings with other boundary conditions can be found
in [23,1,2,3].

The abstract HDG framework in Section 2 is still applicable for the Friedrichs’
setting. In particular, the upwind HDG method for PDEs of Friedrichs’ type consists
of the local solver (2.15a), the conservation condition (2.15b) and the HDG flux (2.16).
Let us now write (2.15a) explicitly as

d
= (AR, 0kv) o + (Cu, V) + (Au+ (Al (u—1),V)yp = (£,V),  (62)
k=1

and similarly the explicit form of the conservation condition (2.15b) reads
([Au+|A|(u—1)],p), =0, VuecAy(e),ecé;. (6.3)

We next describe how to enforce the boundary condition (6.1e) in our abstract
HDG setting. As can be seen in previous sections, we have first reduced the number of
trace unknowns using exact relationships of the Riemann solutions and exploiting the
structure of the PDE under consideration, and then enforced the boundary condition
directly on the reduced trace unknowns. However, at the abstract level of the HDG
flux (2.16), it is not clear how to do so and we have to deal with the full trace unknown
. In particular, we still enforce the boundary condition through the trace unknown,
ie.,

(A—|A)a=0o0n&?,

i.e., @t € span {R*} where R* are the collection of eigenvectors of A corresponding to
positive and negative eigenvalues, respectively. We assume span {R™}Nspan {R™} =
{0}. Tt is also sensible to require that

(Au+ A (w—1), ), = (Ab,p),, VueAy(e),ce &l (6.4)

that is, the numerical flux must be the same of flux determined by the trace @i on the
boundary 0f). Equivalently,

(A +A]) (u =), 1), =0, Ve Aye),ec &l
which, after taking pu = u — 1, implies
u—ue span{R_},

but this can happen iff u = &1 on 5,‘? . That is, the condition (6.4) implies that u must
also satisfy the boundary condition.

As a result, the local solver with the boundary condition incorporated can be
written as

— Z "u,0,v) .+ (Cu, v) i + (Au+ Log\on |A] (w—1),v), = (F,v), . (6.5)
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We are now in the position to analyze the local solver.

LEMMA 6.1. The local solver (6.5) is well-posed.

Proof. Tt is sufficient to prove that f = 0 and & = 0 implies u = 0. To begin, in
(6.5) taking v = u, and integrating the first term by parts we obtain

d
1 1 1
Sl |Cc+CT+ > oA* uu| +(-Auu +((zA+]A|)u,u =0,
2 2 OKNE? 2 OK\E?

k=1 K h \ h

which yields u = 0 in K since the left hand side is non-negative owing to the coercivity
condition (6.1d), the fact that u =1 on &, and A + |A| >0. O

The well-posedness of the global solver for 11 is now established.

THEOREM 6.2. Suppose |A|+ %A >0 a.e. on any e. There exist a unique trace
solution 0 for the HDG method defined by (6.5) and (6.3).

Proof. Tt is sufficient to prove that i = 0 is the only solution to the global system
if f = 0. To that end, we again employ the energy approach by taking v = u in (6.5),
integrating the first term by parts, and summing over all elements K to arrive at

:

On the other hand, taking g = @ in (6.3), summing over all e € &7, and then
subtracting the resulting equation from (6.6) we obtain

:

On the other hand, by inspection, the following identity is true for any e:

d
1 1
Cc+CT+ E IA* | u,u + E <Au,u> —<Au,u>
o K 2 OKNE? 2 OKNEY

k=1

Z (Au, u>afmg;; + (Al (u—1), u>aKm£;; =0. (6.6)
K

d
1 1
C+CT+28kAk u,u —|—Z<Au,u> —<Au7u>
o K 2 OKNE? 2 OKNEL

k=1

+ Z (A(u—1), u>afmg;; +(Al(u—-1),u- ﬁ)a;ms;; =0. (6.7)
K

(A ) ), = 5 [ (Av), 4 (A @), - A,

Hence, (6.7) becomes
1
2

whose left hand side is non-negative due to various reasons. The first term is positive
due to the coercivity condition (6.1d), the second term is clearly non-negative, i.e.,

1 1
E Au7u> = E < |A] u7u> >0,
<2 OKNEY K 2 OKNEY

K

d
1 1
T k - Y T
C+C +Z@kA1u,u> —|—Z<2Au,u>aK , <2Au,u> )
k=1 Qn K ney OKNER
1
+;<<A|+2A)(u—ﬁ),u—ﬁ> =0,

OKNEL
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since u satisfies the boundary condition. Since 1 is single-valued on the skeleton, the

third term vanishes
1
- <Aﬁ, ﬁ> =0.
2 OKNEL

The fourth term is non-negative is obvious. Consequently, we conclude that u = 0 on
Qp and 1 = u =0 on &, and this completes the proof. O

Again, u — 1 is the discrepancy between the HDG solution u restricted on the
skeleton and the trace unknown u. For exact solution this term vanishes. This
suggests that one can construct a family of HDG schemes by penalizing this term.
Doing so leads us to the following penalized HDG flux

F' n=Au+ 7 (u—-10),

where 7 is some positive definite stabilization matrix. Clearly, when .7 = |A|, we
recover our upwind HDG scheme.

REMARK 6.3. We have applied our constructive HDG framework to Friedrichs’
PDE systems with full coercivity condition (6.1d). In this light one can similarly
develop an HDG framework for mutlifield systems with partial coercivity [22]. We
nevertheless leave out the details here.

We would like to also emphasize that the analysis of this section is mainly of
theoretical interest, namely, a unified theory for the HDG framework is possible for
a large class of PDEs. However, in practice one typically faces a particular PDE of
interest, and in that case we suggest to follow our systematic construction of HDG
schemes in Sections 3—5 to exploit the structure of the underlying PDE to minimize the
number of trace unknowns, and hence arriving at the most economic HDG methods.

7. HDG schemes by hybridizing other numerical fluxes. Perhaps the
most popular upwind flux is that of Godunov’s with exact Riemann solutions, and
we have used it to motivate a constructive derivation of the HDG framework. At the
heart of our construction is the exploration of various identities satisfied by the exact
Riemann solutions to devise HDG methods with least possible trace unknowns. A
question that immediately arises is whether we can construct HDG method for other
existing numerical fluxes, for example those summarized in [53, 36].

In this section, we restrict our derivation of HDG method for the Lax-Friedrichs
numerical flux (LF) whose standard form is given by

1
F* n= 3 [F(u)+F(u")] -n" + 3 max [6;| (u” —u'). (7.1)
Clearly, for scalar problem, i.e. m = 1, LF flux becomes the Godunov flux. This
suggests us to hybridize the former in a similar manner as we have done for the latter.
A natural idea is to consider the following hybridized version of the LF flux

F*-n=Au+max|0;] (u—u"). (7.2)

The hybridized LF flux is consistent with the upwind HDG flux in the sense that
the former is identical to the latter for scalar problem. Moreover, it is easy to see
that our hybridized LF flux (7.2) is identical to the original LF one (7.1) if pointwise
conservation condition (2.13) is enforced.

Let us now explicitly derive the HDG scheme with LF flux for the convection-
diffusion-reaction PDE and compare it with the hybridized Godunov counterpart.
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(The construction for the Maxwell and Stokes equations are similar, and hence omit-

ted.) For this case, it is easy to see that
80| +/18-n* +4

2 )

amax

:= max |6;| =
and (7.2) becomes

. un + M (o — o)
F'on= B nu+ o -n+ 6 (y—u*) (7.3)
Note that u*,o* are no longer the exact Riemann solutions, but we still can use the

conservation equation (2.13) to obtain the following identities

0 (0 = 0) = =[] + g,
prmax (u* . u) _ wﬂuﬂ + %[[0- . n]].

Unlike the Godunov flux with exact Riemann solution in which we could find the re-
lationship between u* and o* (see (3.5)), we have not yet found a “clean” relationship
between u* and o* that does not require information from the neighbor element. As
a result, it is not clear how to eliminate either ©* and o* before introducing the HDG
flux.

In summary, the pure upwind flux with exact Riemann solution allows us to
reduce the number of trace unknowns, but deviating from that, using the LF flux
for example, does not seem to offer the same reduction. Thus, the hybridized LF
(7.3), though looks much simpler than the Godunov counterpart (3.2), it yields more
trace unknowns for HDG methods constructed using our framework, and hence more
expensive. For nonlinear PDEs, it is nevertheless a better choice since we cannot
reduce the number of trace unknowns for Godunov flux either.

8. Construction of other HDG variants. In this section, we will construct
a simple variant of our HDG framework that allows us to recover other existing HDG
methods. To that end, notice that we can write

Au+|Aj(u—a)=Aua+ A+ |A])(u—1).
This leads us to define a new family of HDG fluxes
F-n=Au+7 (u-1u)),

which becomes our upwind HDG flux when .7 = (A + |A]). Clearly, we can revisit
all the examples in this paper with this HDG flux form to derive variants of HDG
schemes for various type of PDEs. For example, we can rewrite the HDG flux (3.6)
for the convection-diffusion-reaction PDE as

ﬁnl

o ﬁng

1},1’13
B-ni+o-n+i(a+B-n)(u—17a)
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and deduce its penalized family as follows

Fon— ! . (8.1)
B-ni+o-n+7(u—1a)

A careful look at (8.1) shows that we have rediscovered the HDG family proposed
n [42]. One can follow the same exercise to derive families of HDG methods of this
type for other PDEs in a straightforward manner, so let us skip the details here.

9. HDG schemes for discontinuous material. In this section we present an
extension of our HDG framework for linear PDEs with discontinuous material, i.e.,
AF are possibly discontinuous across e. The Godunov fluxes still have exactly the
same form as in (2.11) and (2.12), but A is computed using the information from the
appropriate element under consideration. For example,

F'n =F(u ) n +|A|(u —u). (9.1

One can then go through all the steps presented in this paper to derive the cor-
responding HDG family for each PDE of interest since the chief idea remains the
same. For example, one first seeks various relations between the exact Riemann so-
lution components in u* to eliminate their dependencies so that the Godunov fluxes
depend on the least number of components. One then defines the HDG flux by re-
placing these least components with the HDG trace unknowns. Together with the
local solver (2.15a) and conservation constraint (2.15b), one obtains desirable HDG
schemes. However, the arithmetic is more involved since we need to distinguish ma-
terials between neighbor elements. We omit the details here to avoid unnecessarily
lengthy paper.

It is important to realize that most of the theory for Friedrichs also holds for this
case. In particular, the well-posedness of the local solver remains true, but global
solver is well-posed if we additionally assume that A~ + AT < 0 on e € £2. At this
point, this assumption is merely mathematically convenient since using it allows us

to conclude
1
— <Aﬁ, ﬁ> >0, (9.2)
2 OKNEY

and hence the proof of Theorem 6.2 goes through. Whether this assumption is practi-
cal is out of the scope of the paper. Clearly, one may find a proof that does not require
(9.2) and in that case the assumption A~ + AT < 0 can be completely discarded.

One can similarly define a penalized family of HDG flux with double-valued sta-
bilization matrix 7, e.g.,

F-n- :F(u*) n” +.9° (u*fﬁ).
HDG methods with double-valued stabilization parameters can be found, for example,
in [9,42].

10. HDG schemes for nonlinear PDEs. In this section we extrapolate our
HDG schemes for linear PDEs to nonlinear ones. Specifically, based on the upwind
HDG flux (2.6) we define HDG flux for nonlinear PDEs as

F-nzF(u)'n+|A|(u_ﬁ)’
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where A is now a function of u, i.e.,
d
A= Z aka (11) ng,
k=1

with F* denoting the kth component of the flux F.
Alternatively, one can follow the spirit of the Roe flux [51] to define the HDG flux
as

F-n=F(u) -n+]|A(d)(u—-1a)), (10.1)

in which A (@) is computed using the trace unknown u, i.e.,
d
A () =) 0pF" () ny. (10.2)
k=1

Clearly, if we use the Roe-average state in place of @1 in (10.2) our HDG method, after
eliminating 1, is identical to the standard DG approach using Roe flux. However,
using the Roe-average state in computing |A| requires extra state exchange for the
neighboring states, and hence increasing communication time in parallel computation.

We end this section by presenting a nonlinear HDG scheme with a hybridized Lax-
Friedrichs flux. Based on (7.2) and (10.1), we define a HDG flux of Lax-Friedrichs’
type as

F-n:F(u)~n+mlax|9i (A (0)] (u—1), (10.3)

where we denote by 6; (A (1)) the ith eigenvalue of A (@).
Alternatively, one can extrapolate the result in Section 8 to define the HDG flux
as

F~n:F(ﬁ)~n+m?x|9i (A ()] (u—1), (10.4)
F-n=F (i) n+]|A(d)(u—-1)),

and these are exactly HDG methods proposed in [48,41] for compressible Euler and
Navier-Stokes equations.

11. Numerical results. It should be pointed out that there are vast existing
numerical results for HDG methods on Laplace/Poisson equation [34], convection-
diffusion equation [42,43, 8, 18], Stokes equation [15,9,44], Euler and Navier-Stokes
equations [47,48,40], Maxwell equation [46,37,38], acoustics and elastodynamics [45],
Helmholtz equation [27,17], and eigenvalue problem [14], to name a few. Instead of
reproducing these results, let us present numerical results to compare our upwind
HDG framework with some existing HDG schemes on transport equation, convection-
diffusion equation, compressible Euler equation, and shallow water equation.

11.1. Steady convection (transport) equation. In this section, we apply
our upwind HDG to convection equation of the form

V-(Bu)+vu=f, inQ,
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and compare its solutions with those of the upwind DG. As a numerical demonstration,
we take an example from [31] in which @ = (0,2) x (0,1), 8 = (1 +sin(7y/2),2),
v =0, f =0, and the inflow boundary condition

1 r=0,0<y<1
g=1 sin®(rz) 0<z<1,y=0
0 1<2<2,y=0

This problem admits an exact solution using the method of characteristics.

Figure 11.1(a) shows the mesh that we use for both HDG and DG schemes.
To verify the theoretical result in Corollary 3.6, we compute the L?—norm of the
difference between the HDG trace solution @ and the exact Riemann solution u*
(used in the DG upwind flux), and of the difference between the HDG solution ugpg
and the DG solution upg. Table 11.1 shows these differences for various solution
orders p = {1,2,3,4,5}. As can be seen, the differences are (machine) zeros for all
solution orders as expected by the theory.

We also show the HDG solution u with p = 3 in Figure 11.1(b) and its convergence
against the exact solution at the outflow boundary y = 1 in Figure 11.1(c). As
expected, as the solution order increases the HDG solution is more accurate in the
smooth regions, but oscillates in regions with high gradient since we do not employ
any limiter.

Recall that we have constructed HDG method by hybridizing the DG method
(in fact the Godunov flux). This procedure could be understood as a redesign of the
DG method. The beauty of this redesign is that the number coupled unknown is
substantially reduced and the usual DG unknowns are recovered element by element
independent of each other. It is therefore useful to compare the number of coupled
of unknowns and the execution time for both methods. We do so for the above
two dimensional transport equation on triangular meshes. The result is shown in
Figure 11.1(d) in which we plot the ratio of DG and HDG coupled unknowns and
similarly for the execution time. As can be seen, as the solution order increases these
ratios increase as well. For the mesh (h = 0.2) in Figure 11.1(a) and its one level
of refinement (h = 0.1), we gain (almost) an order of magnitude in solution time
and the number of coupled unknowns for p = 15; also the finer the mesh is, the the
more savings the HDG provides. Moreover, we have computed solution u in our HDG
scheme in a serial manner, element-after-element. The time gain would be even more
if we did it in parallel. These advantages are expected to more substantial for three
dimensional problems.

TaBLE 11.1
Transport equation: |4 — u*HLg(go) and |luppG — upcllp2(q) for various solution order p =
h

{1,2,3,4,5}.

P | 1 | 2 | 3 | 4 5

la — u*||L2(5£) 57x 107 [ 16 x107 [ 34 x 107 [ 41 x107™ [ 4.8 x 10~

Junpe — uncllpai) | 86X 10 1° [ 31x10- 0 | 92x 107 | LIx10 ™ [31x 10 7

11.2. Convection-diffusion equation. In this section we compare our upwind
HDG and both upwind and centered trace HDG methods proposed in [42, Section
3.6.3] for the convection-diffusion equation, i.e. (3.1) with v = 0. We take 8 = (1,2)
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(a) Mesh with h = 0.2 (b) HDG solution u with p = 3
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Fic. 11.1. Transport problem: the mesh with = 0.2 is in Figure 11.1(a), the HDG solution
u with solution order p = 3 in Figure 11.1(b), HDG solution u restricted on the outflow boundary
y =1 in Figure 11.1(c), and the savings in time and number of coupled of unknowns of HDG relative
to DG in Figure 11.1(d).

and Q = [0, 1]2. The right hand side f is chosen so that the exact solution is given by
Ue = exp (x + y) sin (rz) sin (7y) ,

and the Dirichlet boundary are taken as the restriction of the exact solution on the
domain boundary 092. In Figure 11.2(a) we show a plot of V- 3 inside elements and 8
on element boundaries with h = 0.2, accompanied by our upwind HDG fourth order
(p = 3) solution u in Figure 11.2(b), o in Figure 11.2(c), and o, in 11.2(d).

What we are interested in this example is the behavior of these three methods
for varying diffusion coeflicients € as the mesh is refined. Let us first examine the
convergence rate as € decreases. In Figures 11.3(a), 11.3(c), and 11.3(e) we present
the observed convergence order of the three methods with p = 3 as the diffusion
coefficient € changes. As can be seen, the convergence for both u and @ is optimal,
with rate 4 and 3.5, respectively, for all methods when € > 10~2. When the equation
is in convection-dominated regime, the behavior is different for the three methods.
In particular, both upwind trace and centered trace HDG methods are unstable for
e < 1072, while it is for the upwind HDG. This behavior is expected for the upwind
HDG by construction since it is equivalent to the standard upwind DG.
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(a) B with h =0.2 (b) uHDG solution u

(c) uHDG solution o (d) uHDG solution oy

Fic. 11.2. Solution of the upwind HDG method for convection diffusion problem: Figure 11.2(a)
is a plot of V - B inside elements and B on element boundaries with h = 0.2, Figure 11.2(b) the
p = 3 solution u, Figure 11.2(c) the p = 3 solution o, and Figure 11.2(d) the p = 3 solution o.

To gain some understanding on why the unstability may happen for the others
let us recall that the stabilization for upwind trace HDG scheme is given by

r=(erlgn) BRLEBR (g Lt on(Bn)
and
r=(c+|8-n)

for the centered trace HDG scheme. In Figure 11.2(a), for edge e with 8- n g
0 (negative but machine zero), then 7 ~ 0. On the other hand, though V - 3 is
identically zero analytically, it is not numerically in our nodal implementation [28], in
fact machine zero with positive and negative signs, as shown in Figure 11.2(a). Now
recall from [42, Lemma 3.1 and Theorem 3.1] that a sufficient condition for the well-
posedness is that V-3 > 0 and 7 > %ﬁ -n. It follows that the well-posedness is not
guaranteed in our implementation of the upwind and centered trace HDG methods.
Nevertheless, when ¢ is sufficiently large, it does not seem to be a problem, but this
does for e < 1072,



Unified Hybridized Discontinuous Galerkin Framework 39

Next, let us examine the dependence of actual L?-errors on &, especially when &
is large. As an example, we take p = 3 and h = 0.05 (two levels of refinement of the
mesh in Figure 11.2(a)). In Figures 11.3(b), 11.3(d), and 11.3(f) are the L2-errors
for v and 4 of the three methods as the diffusion coefficient € increases. As can be
observed, the error in the trace unknown @ for all methods is robust in ¢, i.e., it is
independent of €. And so is for the error in u of the upwind and centered trace HDG
methods. The error in u of the upwind HDG, however, increases as € does.

In summary, our numerical results seem to suggest that either upwind or centered
trace HDG method is preferred if the robustness with large e (diffusion-dominated)
is of importance. On the other hand, if the stable behavior for a wide range of ¢ is
desired, the upwind HDG is likely to be a better choice.

11.3. Compressible Euler equation. The purpose of this section is to com-
pare our proposed HDG flux (10.3) and Nguyen et al. flux (10.4) for nonlinear PDEs.
To that end, we next consider the unsteady Euler equation in the conservative form

ou

E_Fv.p(u) =f, (11.1)

where the conservative state u, and the z- and y— components of the flux F are given
by

p 2pu PV
| opu . pu” + P . puv
u:= o | F,:= P , F,:= 0%+ P

E u(E + P) v(E+ P)

We assume that the pressure P satisfies the state equation

P 1 9 2
o P L I
po (pu)” + (pv)
with v = 1.4 for monoatomic gas. Here, p is the density, v and v are the x— and y—
components of velocity, and E denotes the total energy. The domain under consider-
ation is Q = [3.5,5.5] x [—1,1].
For numerical example, we choose the forcing function f so that the exact solution
is the following vortex [28]
1
(’Y B 1)ﬁ2€2(1_R2) .
1672
v = peli-m) (= 20).
27

) u=1-—

with R? = (z —t — x0)2 +(y— y0)2 ,xo = 0.5,99 = 0, and B = 5. For simplicity, the
exact solution is used to enforce the boundary condition.

Since the Euler equation is nonlinear, both the local solver (2.15a) and the con-
servative constraint are nonlinear too. For time discretization, we use the Crank-
Nicholson method. Similar to [43,41] we use Newton method to solve the resulting
nonlinear algebraic equations. The HDG solution with our proposed hybridized flux
(10.3) is shown in Figure 11.3 in which we plot the conservative variables (p, pu, pv, E)
after 100 time steps with stepsize 1076, The small step size is deliberately chosen so
that the error is dominated by the spatial discretization by the HDG method. Also,
100 time steps is sufficient for convergence test that is discussed next.
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Fic. 11.3. Convection-diffusion equation: Figures 11.3(a) and 11.3(b) are the convergence
order and L?-errors of the upwind HDG method for p = 3, and similarly for the upwind trace HDG
method in Figures 11.3(c) and 11.3(d), and the centered trace HDG method in Figures 11.3(e) and

11.8(f).

In Figure 11.3, we present the convergence rate for HDG methods with our HDG
flux (10.3) and Nguyen et al. flux (10.4) by refining the mesh with h = {0.125,0.25,0.5}.
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Fic. 11.4. HDG solution with the Crank-Nicholson temporal discretization for the compressible
Euler equation with time stepsize of 10=6 after 100 time steps.

It is interesting to see that both methods give almost identical results. Moreover, the
convergence is p + 1 for all p = {2,3,4}, and hence optimal. We conclude that the
two methods do not seem to different numerically.

11.4. Shallow water equation. The last example we consider in this paper is
the shallow water equation written in the conservative form similar to (11.1), but now
the flux F and the forcing function f are given by

Hu Hv 0
F,:=| Hu’+39H* |, F,:= Huw ;and £:= | —gb, |,
Huv Hv? + 1gH? —gby

while the conservative variables u are defined as
u:= (H, Hu, Hv)" .

Here, H is the water depth, u the depth average velocity component in z-direction,
v the depth average velocity component in y—direction, b the bathymetry, and g the
gravity acceleration.

Following [25] we take v = g = 2 so that the vortex solution in Section 11.3 is
also the exact solution for the shallow water equation with flat bathymetry (b = b, =
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Fic. 11.5. Compressible Euler equation: convergence rate for HDG methods with our HDG
fluz (10.3) and Nguyen et al. fluz (10.4).

b, = 0). We choose this example to again compare the HDG methods with our HDG
flux (10.3) and Nguyen et al. flux (10.4). The rest of the setting is same as that
of the Euler equation. For example, we take Q0 = [3.5,5.5] x [—1, 1], and use Crank-
Nicholson temporal discretization with 100 time steps of stepsize 1076. In Figure 11.4,
we again observe that both methods yield almost identical results. Furthermore, the
convergence rate in this case is p + % which is typical for hyperbolic equations using
fluxes of Lax-Friedrichs’ type.

The next example we like to apply our HDG method to is that considered in
[52,55], namely, the water drop problem with the initial water depth

H (2,4,0) := 1+ 0.1exp |—100 (x — 0.5)> — 100 (y — 0.5)*| ,
and the flow is initial at rest, i.e.,
Hu(z,y,0) = Hv (z,y,0) = 0.

We first consider the case with flat bottom, ie., b = b, = b, = 0 and the
domain of interest is Q = [0, 1]2. An unstructured triangular mesh with the mesh size
h = 0.12 is generated and we take p = 6. Wall (slip) boundary conditions are applied
to the entire boundary 0. Again, the Crank-Nicholson temporal discretization is
employed with time step equal to 0.0005 and the simulation is run up to 2000 time
steps. Presented in Figure 11.4 are the simulated water depth at various time instances
t =4{0,0.15,0.3,0.5,0.7,1}. As can be seen, the water depth evolution is very complex.
This is also confirmed in Figure 11.4 in which we plot the distribution of v (u is the
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Fic. 11.6. Shallow water equation: convergence rate for HDG methods with our HDG flux
(10.3) and Nguyen et al. flur (10.4).

same but rotated by 90 degrees) as a function of time. Though there is no analytical
solution to compare with, our HDG results look comparable to those in [52,55]. Note
that we don’t employ any special techniques to ensure the positivity-preserving and
well-balanced properties.

Next we consider the case with non-flat bathymetry used in [55] with

b(z,y) == 0.5exp [—10 (z — 0.75)% — 10 (y — 0.5)2} .

The initial condition, boundary conditions, and time stepping scheme are the same
as in the previous case but now with g = 9.812. We show the evolution of the water
depth H after 600 time steps (¢ = 0.3) in Figure 11.4, while the velocities u and v are
shown in Figures 11.4 and 11.4, respectively. As can be seen, due to the bathymetry,
the x— and y— components of the velocity vector are completely different and very
complex.

12. Conclusions. We have presented a unified framework for the emerging hy-
bridized discontinuous Galerkin (HDG) methods. At the heart of our construction is
the hybridization of the Godunov flux. In fact, we have shown that it is a natural
recipe to constructively and systematically establish a unified HDG framework for a
large class of PDEs including those of Friedrichs’ type. The unification is fourfold.
First, it provides a single constructive procedure to devise HDG schemes for elliptic,
parabolic and hyperbolic PDEs. Second, it reveals the nature of the trace unknowns
as the Riemann solutions. Third, it provides a parameter-free HDG framework, and
hence eliminating the “usual complaint” that HDG is a parameter-dependent method.
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(a) Hatt=0 (b) H at t =0.15

(c) Hatt=0.3 (d) Hatt=0.5

(e) H at t=0.7 (f)y Hatt=1

F1c. 11.7. Ewolution of the water depth H for flat bathymetry case.

Fourth, it allows us to construct the existing HDG methods in a natural manner. In
particular, using the unified framework we can rediscover most of the existing HDG
methods and furthermore discover new ones.

We apply the proposed unified framework to three different PDEs: the convection-
diffusion-reaction equation, the Maxwell equation in both frequency and time do-
mains, and the Stokes equation. The purpose is to present a step-by-step construc-
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Fic. 11.8. Ewolution of depth average y-velocity v for flat bathymetry case.

tion of various HDG methods, including the most economic ones with least trace
unknowns, by exploiting the particular structure of the underlying PDEs. The well-
posedness of the resulting HDG schemes, i.e. the existence and uniqueness of the HDG
solutions, are proved. The well-posedness results are also extended and proved for
abstract Friedrichs’ systems. We also discuss variants of the proposed unified frame-
work and extend them to the popular Lax-Friedrichs flux and to nonlinear PDEs.
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(a)t=0 (b) After 300 time steps

(c) After 400 time steps (d) After 450 time steps

(e) After 500 time steps (f) After 600 time steps

F1c. 11.9. Evolution of the water depth H for non-flat bathymetry case.

Numerical results for transport equation, convection-diffusion equation, compressible
Euler equation, and shallow water equation are presented to support the unification
of the HDG methods.
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