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Abstract. We develop a hybridized discontinuous Galerkin (HDG) method for stationary lin-
earized incompressible magnetohydrodynamics (MHD) equations. At the heart of the development
is the introduction of an upwind HDG flux for the dual saddle-point form of the MHD equations that
facilitates the hybridization of the discontinuous Galerkin (DG) method. We carry out the a priori
error estimates for the proposed HDG method on simplicial meshes in both two and three dimen-
sions. The analysis provides optimal convergence for the fluid velocity and the magnetic variables,
and quasi-optimal convergence for the remaining quantities. Numerical examples are presented to
verify the theoretical findings.
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1. Introduction. An important base-level representation for continuum approx-
imation of the dynamics of electrically conducting fluids in the presence of electro-
magnetic fields is the resistive magnetohydrodynamics (MHD) model. MHD models
describe important physical phenomena in astrophysical systems (e.g., solar flares
and planetary magnetic field generation) and in critical scientific and technological
applications (e.g., magnetically confined fusion energy devices) [17].

There are a number of difficulties in discretizations of the MHD equations, for
example, the dual saddle-point structure of the velocity-pressure (\bfitu , p), nonlinear
coupling of unknowns, and the enforcement of the solenoidal involution/constraint
on the magnetic induction (\nabla \cdot \bfitb = 0). In the context of finite volume and finite
element methods, there are several popular approaches: discretizations with physics-
compatible finite elements (see, e.g., [23, 21, 2, 27, 20]); methods that transform into
potential-based formulations to eliminate saddle-point subsystems [6, 28]; exact and
weighted-exact penalty formulations [18, 15, 12, 13]; stabilization methods [26, 11, 29];
and discontinuous Galerkin (DG) methods [19].
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1698 LEE, SHANNON, BUI-THANH, AND SHADID

In this paper we propose a hybridized discontinuous Galerkin (HDG) formulation
for a linearized version of the resistive MHD system. This formulation can serve as
a stand-alone solver for linearized MHD equations, or as the solver for a substep in
a fixed-point nonlinear solver, such as Picard or Newton iteration. The hybridization
technique and postprocessing have been proposed to reduce computational costs of
saddle-point problems [1]. This has inspired the development of HDG methods to
mitigate the computational costs of DG methods [7].

In HDG methods, unknowns on elements of the mesh can be reduced to single-
valued trace unknowns on the mesh skeleton, so the total number of globally coupled
unknowns is substantially smaller than in classical DG methods. In addition, once
the trace unknowns are solved for, the element unknowns can be obtained by element-
wise local solve, which can be efficiently implemented in parallel, and then constraints
from physics can be imposed by elementwise postprocessing. However, devising an
HDG method for coupled PDE systems is challenging because the construction of
a consistent numerical flux leading to a stable numerical scheme is nontrivial. As
may become apparent in this paper, the difficulties in carrying out the projection-
based error analysis, along with the duality argument, become compounded, relative
to simpler PDEs, due to the large and coupled nature of the system of PDEs that
describes MHD. In this paper we apply an upwind HDG framework [4] to derive a
numerical flux for linearized MHD equations and show that we can obtain stable HDG
methods for the MHD equations.

We organize this paper as follows. Notation and conventions are introduced in
section 2, and the description of our HDG method, including well-posedness proof, is
presented in section 3. The a priori error estimation for the HDG method is discussed
in section 4, and numerical results illustrating our theoretical findings are presented
in section 5. Section 6 concludes the paper and describes ongoing work. Finally, in
three appendices we briefly discuss the definitions of projection operators, auxiliary
estimates, and the well-posedness of the adjoint equation.

2. Notation. In this section we introduce common notation and conventions
to be used in the rest of the paper. Let \Omega \subset \BbbR d, d = 2, 3, be a bounded domain
such that it is simply connected, and its boundary \partial \Omega is a Lipschitz manifold with
only one component. Suppose that we have a triangulation of \Omega , i.e., a partition
of \Omega into a finite number of nonoverlapping d-dimensional simplices. We assume
that the triangulation is shape-regular; i.e., for all d-dimensional simplices in the
triangulation, the ratio of the diameter of the simplex and the radius of an inscribed
d-dimensional ball is uniformly bounded. We will use \Omega h and \scrE h to denote the sets
of d- and (d  - 1)-dimensional simplices of the triangulation, and call \scrE h the mesh
skeleton of the triangulation. The boundary and interior mesh skeletons are defined
by \scrE \partial 

h := \{ e \in \scrE h : e \subset \partial \Omega \} and \scrE o
h := \scrE h\setminus \scrE \partial 

h . We also define \partial \Omega h := \{ \partial K : K \in \Omega h\} .
The mesh size of triangulations is h := maxK\in \Omega h

diam(K).
We use (\cdot , \cdot )D (respectively, \langle \cdot , \cdot \rangle D) to denote the L2-inner product on D if D is

a d- (respectively, (d  - 1)-) dimensional domain. The standard notation W s,p(D),
s \geq 0, 1 \leq p \leq \infty , is used for the Sobolev space on D based on the Lp-norm with
differentiability s (see, e.g., [14]), and \| \cdot \| W s,p(D) denotes the associated norm. In

particular, if p = 2, we use Hs(D) := W s,p(D) and \| \cdot \| s,D. W s,p(\Omega h) denotes the
space of functions whose restrictions on K reside in W s,p(K) for each K \in \Omega h, and
its norm is \| u\| pW s,p(\Omega h)

:=
\sum 

K\in \Omega h
\| u| K\| pW s,p(K) if 1 \leq p < \infty and \| u\| W s,\infty (\Omega h)

:=

maxK\in \Omega h
\| u| K\| W s,\infty (K). For simplicity, we use (\cdot , \cdot ), \langle \cdot , \cdot \rangle , \| \cdot \| s, \| \cdot \| \partial \Omega h

, and \| \cdot \| W s,\infty 

for (\cdot , \cdot )\Omega , \langle \cdot , \cdot \rangle \partial \Omega h
, \| \cdot \| s,\Omega , \| \cdot \| 0,\partial \Omega h

, and \| \cdot \| W s,\infty (\Omega h)
, respectively. We define \| u, v\| :=
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AN HDG METHOD FOR MHD 1699

\| u\| + \| v\| . Furthermore, we denote by A \lesssim B the inequality A \leq \lambda B with a constant
\lambda > 0 independent of the mesh size and by A \sim B the combination of A \lesssim B and
B \lesssim A.

For vector- or matrix-valued functions this notation is naturally extended with a
componentwise inner product. We define similar spaces (respectively, inner products
and norms) on a single element and a single skeleton face/edge by replacing \Omega h with
K and \scrE h with e. We define the gradient of a vector, the divergence of a matrix, and
the outer product symbol \otimes as

(\nabla \bfitu )ij =
\partial ui
\partial xj

, (\nabla \cdot \bfitL )i = \nabla \cdot \bfitL (i, :) =

3\sum 
j=1

\partial \bfitL ij

\partial xj
, (\bfita \otimes \bfitb )ij = aibj =

\Bigl( 
\bfita \bfitb T

\Bigr) 
ij
.

In this paper \bfitn denotes a unit outward normal vector field on faces/edges. If \partial K - \cap 
\partial K+ \in \scrE h for two distinct simplices K - ,K+, then \bfitn  - and \bfitn + denote the outward
unit normal vector fields on \partial K - and \partial K+, respectively, and \bfitn  - =  - \bfitn + on \partial K - \cap 
\partial K+. We simply use \bfitn to denote either \bfitn  - or \bfitn + in an expression that is valid
for both cases, and this convention is also used for other quantities (restricted) on a
face/edge e \in \scrE h. For a scalar quantity u which is double-valued on e := \partial K - \cap \partial K+,
the jump term on e is defined by [[u\bfitn ]]| e = u+\bfitn + + u - \bfitn  - , where u+ and u - are the
traces of u from K+- and K - -sides, respectively. For double-valued vector quantity
\bfitu and matrix quantity \bfitL , jump terms are [[\bfitu \cdot \bfitn ]]| e = \bfitu + \cdot \bfitn ++\bfitu  - \cdot \bfitn  - and [[\bfitL \bfitn ]]| e =
\bfitL +\bfitn + +\bfitL  - \bfitn  - , where \bfitL \bfitn denotes the matrix-vector product.

We define \scrP k (K) as the space of polynomials of degree at most k on K, with
k \geq 0, and we define

\scrP k (\Omega h) =
\bigl\{ 
u \in L2(\Omega ) : u| K \in \scrP k (K) \forall K \in \Omega h

\bigr\} 
.

The space of polynomials on the mesh skeleton \scrP k (\scrE h) is similarly defined, and their

extensions to vector- or matrix-valued polynomials [\scrP k(\Omega h)]
d
, [\scrP k(\Omega h)]

d\times d
, [\scrP k(\scrE h)]d,

etc., are straightforward.

3. HDG formulation. We consider a linearized incompressible MHD system

 - 1

Re
\Delta \bfitu +\nabla p+ (\bfitw \cdot \nabla )\bfitu + \kappa \bfitd \times (\nabla \times \bfitb ) = \bfitg ,(3.1a)

\nabla \cdot \bfitu = 0,(3.1b)
\kappa 

Rm
\nabla \times (\nabla \times \bfitb ) +\nabla r  - \kappa \nabla \times (\bfitu \times \bfitd ) = \bfitf ,(3.1c)

\nabla \cdot \bfitb = 0,(3.1d)

where \bfitu is velocity of the fluid (plasma or liquid metal), \bfitb is the magnetic field, p is
the fluid pressure, and r is a scalar potential. The following are constant parameters:
a fluid Reynolds number Re > 0; a magnetic Reynolds number Rm > 0; and a
coupling parameter \kappa = Ha2/(ReRm), with the Hartmann number Ha > 0. Here, \bfitd 
is a prescribed magnetic field and \bfitw is a prescribed velocity field. From this point

forward, we assume (see, e.g., [5, 19] for similar assumptions) that \bfitd \in 
\bigl[ 
W 1,\infty (\Omega )

\bigr] d
,

\bfitw \in 
\bigl[ 
W 1,\infty (\Omega h)

\bigr] d \cap H(div,\Omega ), and \nabla \cdot \bfitw = 0.
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1700 LEE, SHANNON, BUI-THANH, AND SHADID

By introducing auxiliary variables \bfitL and \bfitJ , we cast (3.1) into a system

Re\bfitL  - \nabla \bfitu = 0,(3.2a)

 - \nabla \cdot \bfitL +\nabla p+ (\bfitw \cdot \nabla )\bfitu + \kappa \bfitd \times (\nabla \times \bfitb ) = \bfitg ,(3.2b)

\nabla \cdot \bfitu = 0,(3.2c)

Rm

\kappa 
\bfitJ  - \nabla \times \bfitb = 0,(3.2d)

\nabla \times \bfitJ +\nabla r  - \kappa \nabla \times (\bfitu \times \bfitd ) = \bfitf ,(3.2e)

\nabla \cdot \bfitb = 0,(3.2f)

with (Dirichlet) boundary conditions

(3.3) \bfitu = \bfitu D, \bfitb t := \bfith D, r = 0 on \partial \Omega ,

where \bfita t :=  - \bfitn \times (\bfitn \times \bfita ). In addition, we require the compatibility condition for \bfitu D

and the mean-value zero condition for p:

(3.4) \langle \bfitu D \cdot \bfitn , 1\rangle \partial \Omega = 0, (p, 1)\Omega = 0.

Following the upwind HDG framework in [4] we define the HDG flux as

(3.5)

\left[           

\^\bfitF 
1
\cdot \bfitn 

\^\bfitF 
2
\cdot \bfitn 

\^\bfitF 
3
\cdot \bfitn 

\^\bfitF 
4
\cdot \bfitn 

\^\bfitF 
5
\cdot \bfitn 

\^\bfitF 
6
\cdot \bfitn 

\right]           
=

\left[          

 - \^\bfitu \otimes \bfitn 

 - \bfitL \bfitn +m\bfitu + p\bfitn + 1
2\kappa \bfitd \times 

\Bigl( 
\bfitn \times 

\Bigl( 
\bfitb t + \^\bfitb 

t
\Bigr) \Bigr) 

+ \alpha 1 (\bfitu  - \^\bfitu )

\^\bfitu \cdot \bfitn 
 - \bfitn \times \^\bfitb 

t

\bfitn \times \bfitJ + \^r\bfitn  - 1
2\kappa \bfitn \times ((\bfitu + \^\bfitu )\times \bfitd ) + \alpha 2

\Bigl( 
\bfitb t  - \^\bfitb 

t
\Bigr) 

\bfitb \cdot \bfitn + \alpha 3 (r  - \^r)

\right]          
,

where \^\bfitb 
t
, \^\bfitu , and \^r are the restrictions (or trace) of \bfitb t, \bfitu , r on \scrE h. These \^\bfitb 

t
, \^\bfitu , \^r will

be regarded as unknowns in discretizations to obtain a hybridized DG method. Here,
m := \bfitw \cdot \bfitn , and \alpha 1, \alpha 2, and \alpha 3 are constant parameters. It will be shown that the
conditions \alpha 1 >

1
2 \| \bfitw \| L\infty , \alpha 2 > 0, and \alpha 3 > 0 are sufficient for the well-posedness of

our HDG formulation. Note that for simplicity all six components of the HDG flux,
\^\bfitF , are denoted in the same fashion (by a bold italic symbol). However, it is clear

from (3.2) that \^\bfitF 
1
is a third order tensor, \^\bfitF 

2
is a second order tensor, \^\bfitF 

3
is a vector,

etc., and that the normal HDG flux components, \^\bfitF 
i
\cdot \bfitn in (3.5), are tensors of one

order lower.
For discretization we introduce the discontinuous piecewise polynomial spaces

Gh := [\scrP k(\Omega h)]
d\times d

, Vh := [\scrP k(\Omega h)]
d
, Qh := \scrP k(\Omega h),

Hh := [\scrP k(\Omega h)]
\~d
, Ch := [\scrP k(\Omega h)]

d
, Sh := \scrP k(\Omega h), Mh := [\scrP k(\scrE h)]d ,

\Lambda t
h :=

\Bigl\{ 
\bfitlambda \in [\scrP k(\scrE h)]d : \bfitlambda \cdot \bfitn e = 0 \forall e \in \scrE h

\Bigr\} 
, \Gamma h := [\scrP k(\scrE h)]d ,

where \~d = 3 if d = 3, and \~d = 1 if d = 2.
Let us introduce the following two identities which are useful throughout the

paper:

(\bfitu ,\bfitd \times (\nabla \times \bfitb ))K = (\bfitb ,\nabla \times (\bfitu \times \bfitd ))K + \langle \bfitd \times (\bfitn \times \bfitb ) ,\bfitu \rangle \partial K ,(3.6a)

[\bfitd \times (\bfitn \times \bfitb )] \cdot \bfitu =  - [\bfitn \times (\bfitu \times \bfitd )] \cdot \bfitb .(3.6b)
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AN HDG METHOD FOR MHD 1701

These identities follow from integration by parts and vector product identities.
Next, we multiply (3.2a)--(3.2f) by test functions (\bfitG ,\bfitv , q,\bfitH , \bfitc , s), integrate by

parts all terms, and introduce the HDG flux (3.5) in the boundary terms. This results
in a local discrete weak formulation,

Re (\bfitL h,\bfitG )K + (\bfitu h,\nabla \cdot \bfitG )K +
\Bigl\langle 
\^\bfitF 
1

h \cdot \bfitn ,\bfitG 
\Bigr\rangle 
\partial K

= 0,(3.7a)

(\bfitL h,\nabla \bfitv )K  - (ph,\nabla \cdot \bfitv )K  - (\bfitu h \otimes \bfitw ,\nabla \bfitv )K(3.7b)

+ \kappa (\bfitb h,\nabla \times (\bfitv \times \bfitd ))K +
\Bigl\langle 
\^\bfitF 
2

h \cdot \bfitn ,\bfitv 
\Bigr\rangle 
\partial K

= (\bfitg ,\bfitv )K ,

 - (\bfitu h,\nabla q)K +
\Bigl\langle 
\^\bfitF 
3

h \cdot \bfitn , q
\Bigr\rangle 
\partial K

= 0,(3.7c)

Rm

\kappa 
(\bfitJ h,\bfitH )K  - (\bfitb h,\nabla \times \bfitH )K +

\Bigl\langle 
\^\bfitF 
4

h \cdot \bfitn ,\bfitH 
\Bigr\rangle 
\partial K

= 0,(3.7d)

(\bfitJ h,\nabla \times \bfitc )K  - (rh,\nabla \cdot \bfitc )K  - \kappa (\bfitu h,\bfitd \times (\nabla \times \bfitc ))K(3.7e)

+
\Bigl\langle 
\^\bfitF 
5

h \cdot \bfitn , \bfitc 
\Bigr\rangle 
\partial K

= (\bfitf , \bfitc )K ,

 - (\bfitb h,\nabla s)K +
\Bigl\langle 
\^\bfitF 
6

h \cdot \bfitn , s
\Bigr\rangle 
\partial K

= 0,(3.7f)

for all (\bfitG ,\bfitv , q,\bfitH , \bfitc , s) \in Gh (K) \times Vh (K) \times Qh (K) \times Hh (K) \times Ch (K) \times Sh (K)
and for all K \in \Omega h, where \bfitu h, \bfitL h, . . . , are the discrete counterparts of \bfitu , \bfitL , . . . , and
\^\bfitF 
i

h is the discrete counterpart of \^\bfitF 
i
in (3.5) by replacing the unknowns \bfitu , \bfitL , . . . ,

with their discrete counterparts.

Since \^\bfitb 
t

h, \^\bfitu h, and \^rh are (trace) unknowns, we need to equip extra equations
to make the system (3.7) well-posed. To that end, we observe that an element K
communicates with its neighbors only through the trace unknowns. For the HDG
method to be conservative, we weakly enforce the continuity of the HDG flux (3.5)

across each interior edge. Since \^\bfitu h, \^\bfitb 
t

h, and \^rh are single-valued on \scrE h, we have

automatically that [[ \^\bfitF 
1

h \cdot \bfitn ]] = 0, [[ \^\bfitF 
3

h \cdot \bfitn ]] = 0, and [[ \^\bfitF 
4

h \cdot \bfitn ]] = 0. The conservation
constraints to be enforced reduce to

(3.8)
\Bigl\langle 
[[ \^\bfitF 

2

h \cdot \bfitn ]],\bfitmu 
\Bigr\rangle 
e
= 0,

\Bigl\langle 
[[ \^\bfitF 

5

h \cdot \bfitn ]],\bfitlambda t
\Bigr\rangle 
e
= 0,

\Bigl\langle 
[[ \^\bfitF 

6

h \cdot \bfitn ]], \gamma 
\Bigr\rangle 
e
= 0

for all (\bfitmu ,\bfitlambda t, \gamma ) \in Mh (e) \times \Lambda t
h (e) \times \Gamma h (e) and for all e in \scrE o

h. Finally, we enforce
the Dirichlet boundary conditions through the trace unknowns,

\langle \^\bfitu h,\bfitmu \rangle e = \langle \bfitu D,\bfitmu \rangle e ,
\Bigl\langle 
\^\bfitb 
t

h,\bfitlambda 
t
\Bigr\rangle 
e
=

\bigl\langle 
\bfith D,\bfitlambda 

t
\bigr\rangle 
e
, \langle \^rh, \gamma \rangle e = 0,(3.9)

for all (\bfitmu ,\bfitlambda t, \gamma ) \in \bfitM h (e)\times \Lambda t
h (e)\times \Gamma h (e) and for all e in \scrE \partial 

h .
In (3.7), (3.8), and (3.9), we seek (\bfitL h,\bfitu h, ph,\bfitJ h, \bfitb h, rh) \in Gh\times Vh\times Qh\times Hh\times 

Ch \times Sh and (\^\bfitu h, \^\bfitb 
t

h, \^rh) \in Mh \times \Lambda t
h \times \Gamma h. For simplicity, we will not state explicitly

that equations hold for all test functions, for all elements, or for all edges.
We will refer to \bfitL h,\bfitu h, ph,\bfitJ h, \bfitb h, and rh as the local variables, and to equation

(3.7) on each element as the local solver. This reflects the fact that we can solve for

local variables element-by-element as functions of \^\bfitu h, \^\bfitb 
t

h, and \^rh. On the other hand,

we will refer to \^\bfitu h, \^\bfitb 
t

h, and \^rh as the global variables, which are governed by (3.8) and
(3.9) on the mesh skeleton. Finally, for the uniqueness of the discrete pressure ph, we
enforce the discrete counterpart of (3.4),

(ph, 1) = 0.(3.10)
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1702 LEE, SHANNON, BUI-THANH, AND SHADID

3.1. Well-posedness of the HDG formulation. In this subsection we discuss
well-posedness of (3.7)--(3.10). Proofs with full details can be found in [22].

Theorem 3.1. Let \Omega be simply connected with one component to \partial \Omega . Let \alpha 1 >
1
2 \| \bfitw \| L\infty (\Omega ), \alpha 2 > 0, and \alpha 3 > 0. The system (3.7)--(3.10) is well-posed, in that given

\bfitf , \bfitg , \bfitu D, and \bfith D, there exists a unique solution (\bfitL h,\bfitu h, ph,\bfitJ h, \bfitb h, rh, \^\bfitu h, \^\bfitb 
t

h, \^rh).

Proof. System (3.7)--(3.10) has the same number of equations and unknowns, so it

is enough to show that (\bfitg ,\bfitf ,\bfitu D,\bfith D) = 0 implies (\bfitL h,\bfitu h, ph,\bfitJ h, \bfitb h, rh, \^\bfitu h, \^\bfitb 
t

h, \^rh) =
0. To begin, we take (\bfitG ,\bfitv , q,\bfitH , \bfitc , s) = (\bfitL h,\bfitu h, ph,\bfitJ h, \bfitb h, rh), integrate by parts
the first four terms of (3.7b) and the first term of (3.7e), sum the resulting equations
in (3.7), and sum over all elements to arrive at

Re \| \bfitL h\| 20 +
Rm

\kappa 
\| \bfitJ h\| 20  - \langle \^\bfitu h \otimes \bfitn ,\bfitL h\rangle +

\Bigl\langle m
2
\bfitu h,\bfitu h

\Bigr\rangle 
+ \langle \alpha 1(\bfitu h  - \^\bfitu h),\bfitu h\rangle 

+

\biggl\langle 
1

2
\kappa \bfitd \times 

\Bigl( 
\bfitn \times \^\bfitb 

t

h

\Bigr) 
,\bfitu h

\biggr\rangle 
+ \langle \^\bfitu h \cdot \bfitn , ph\rangle  - 

\Bigl\langle 
\bfitn \times \^\bfitb 

t

h,\bfitJ h

\Bigr\rangle 
+ \langle \^rh\bfitn , \bfitb h\rangle (3.11)

+
\Bigl\langle 
\alpha 2(\bfitb 

t
h  - \^\bfitb 

t

h), \bfitb 
t
h

\Bigr\rangle 
 - 
\biggl\langle 
1

2
\kappa \bfitn \times (\^\bfitu h \times \bfitd ) , \bfitb h

\biggr\rangle 
+ \langle \alpha 3 (rh  - \^rh) , rh\rangle = 0.

Here, we used the following identity obtained from \nabla \cdot \bfitw = 0 and the integration by
parts:

 - (\bfitu h,\bfitw \cdot \nabla \bfitu h)K =  - 1

2
(\bfitw ,\nabla (\bfitu h \cdot \bfitu h))K =  - 

\Bigl\langle m
2
\bfitu h,\bfitu h

\Bigr\rangle 
\partial K

.

Next, we set (\bfitmu ,\bfitlambda t, \gamma ) = (\^\bfitu h, \^\bfitb 
t

h, \^rh) and sum (3.8) over all interior edges to obtain\biggl\langle 
 - \bfitL h\bfitn +m\bfitu h + ph\bfitn +

1

2
\kappa \bfitd \times 

\bigl( 
\bfitn \times \bfitb th

\bigr) 
+ \alpha 1 (\bfitu h  - \^\bfitu h) , \^\bfitu h

\biggr\rangle 
\partial \Omega h\setminus \partial \Omega 

+

\biggl\langle 
\bfitn \times \bfitJ h  - 1

2
\kappa \bfitn \times (\bfitu h \times \bfitd ) + \alpha 2

\Bigl( 
\bfitb th  - \^\bfitb 

t

h

\Bigr) 
, \^\bfitb 

t

h

\biggr\rangle 
\partial \Omega h\setminus \partial \Omega 

(3.12)

+ \langle \bfitb h \cdot \bfitn + \alpha 3 (rh  - \^rh) , \^rh\rangle \partial \Omega h\setminus \partial \Omega = 0,

where we used the continuity of \bfitd to eliminate \langle \bfitd \times (\bfitn \times \^\bfitb 
t

h), \^\bfitu h\rangle \partial \Omega h\setminus \partial \Omega and \langle \bfitn \times (\^\bfitu h\times 
\bfitd ), \^\bfitb 

t

h\rangle \partial \Omega h\setminus \partial \Omega .
Since \bfitu D = 0 and \bfith D = 0 by assumption, we conclude from the boundary

conditions (3.9) that \^\bfitu h = 0, \^\bfitb 
t

h = 0, and \^rh = 0 on \partial \Omega . The integrals in (3.12) can
then be written over \partial \Omega h since the contribution on the domain boundary, \partial \Omega , is zero.
Subtracting (3.12) from (3.11), we arrive at

Re \| \bfitL h\| 20 +
Rm

\kappa 
\| \bfitJ h\| 20 + \langle \alpha 1(\bfitu h  - \^\bfitu h), (\bfitu h  - \^\bfitu h)\rangle +

\Bigl\langle m
2
\bfitu h,\bfitu h

\Bigr\rangle 
(3.13)

 - \langle m\bfitu h, \^\bfitu h\rangle + \alpha 2

\bigm\| \bigm\| \bigm\| \bfitb th  - \^\bfitb 
t

h

\bigm\| \bigm\| \bigm\| 2
\partial \Omega h

+ \alpha 3 \| rh  - \^rh\| 2\partial \Omega h
= 0.

Finally, using the facts that \bfitw \in H(div,\Omega ) and \^\bfitu h = 0 on \partial \Omega , we can freely add
0 =

\bigl\langle 
m
2
\^\bfitu h, \^\bfitu h

\bigr\rangle 
to rewrite (3.13) as

Re \| \bfitL h\| 20 +
Rm

\kappa 
\| \bfitJ h\| 20 +

\Bigl\langle \Bigl( 
\alpha 1 +

m

2

\Bigr) 
(\bfitu h  - \^\bfitu h), (\bfitu h  - \^\bfitu h)

\Bigr\rangle 
(3.14)

+ \alpha 2

\bigm\| \bigm\| \bigm\| \bfitb th  - \^\bfitb 
t

h

\bigm\| \bigm\| \bigm\| 2
\partial \Omega h

+ \alpha 3 \| rh  - \^rh\| 2\partial \Omega h
= 0.
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AN HDG METHOD FOR MHD 1703

Recalling \alpha 1 >
1
2 \| \bfitw \| L\infty and \alpha 2, \alpha 3 > 0, we can conclude that \bfitL h = 0, \bfitJ h = 0; that

\bfitu h = \^\bfitu h, \bfitb 
t
h = \^\bfitb 

t

h, and rh = \^rh on \scrE o
h; and that \bfitu h = \bfitb th = 0 and rh = 0 on \partial \Omega .

Now, we integrate (3.7a) by parts to obtain \nabla \bfitu h = 0 in K, which implies that \bfitu h is
elementwise constant. The fact that \bfitu h = \^\bfitu h on \scrE o

h means \bfitu h is continuous on \scrE h.
Since \bfitu h = 0 on \partial \Omega , we conclude that \bfitu h = 0, and therefore \^\bfitu h = 0.

Since \bfitb th = \^\bfitb 
t

h on \scrE o
h, \bfitb 

t
h is continuous on \Omega . Furthermore, the third conservation

constraint in (3.8) implies that \bfitb h \cdot \bfitn is continuous on \Omega . Integrating both (3.7d) and
(3.7f) by parts, we have \nabla \times \bfitb h = 0 and \nabla \cdot \bfitb h = 0 on \Omega . When \bfitb h \in H(div,\Omega ) \cap 
H(curl,\Omega ) and \bfitb th = 0 on \partial \Omega , and recalling that \Omega is simply connected with one
component to the boundary, we see that there is a constant C > 0 such that \| \bfitb h\| 0 \leq 
C(\| \nabla \cdot \bfitb h\| 0 + \| \nabla \times \bfitb h\| 0) [16, Lemma 3.4]. This implies that \bfitb h = 0, and hence

\^\bfitb 
t

h = 0.
Considering the vanishing unknowns above, integrating by parts reduces (3.7b)

and (3.7e) to (\nabla ph,\bfitv )K = 0 and (\nabla rh, \bfitc )K = 0, respectively. Thus, ph and rh are
elementwise constants. Since rh = \^rh on \scrE o

h, rh is continuous on \Omega , and since rh = 0
on \partial \Omega , we can conclude that rh = 0, and hence \^rh = 0. Finally, we use the first
conservation constraint in (3.8) to conclude that ph is continuous and hence constant
on \Omega . Using the zero-average condition (3.10) yields ph = 0.

3.2. Well-posedness of the local solver. A key advantage of HDG methods is
their ability to separate the computation of the volume unknowns (\bfitL h,\bfitu h, ph,\bfitJ h, \bfitb h, rh)

and the trace unknowns (\^\bfitu h, \^\bfitb 
t

h, \^rh). In our HDG scheme, we first solve (3.7) for local

unknowns (\bfitL h,\bfitu h, ph,\bfitJ h, \bfitb h, rh) as a function of (\^\bfitu h, \^\bfitb 
t

h, \^rh) (local solver), then these

are substituted into (3.8) on the mesh skeleton to solve for the unknowns (\^\bfitu h, \^\bfitb 
t

h, \^rh)
(global solver). Finally, (\bfitL h,\bfitu h, ph,\bfitJ h, \bfitb h, rh) are computed with the local solver

using (\^\bfitu h, \^\bfitb 
t

h, \^rh), so well-posedness of the local solver is essential.
As in HDG methods for the Stokes equations [24, 9, 4], the local solver is not

well-posed unless extra conditions are imposed on the pressure. Here, we introduce
the elementwise pressure integral as a global unknown and require their sum to vanish.
Toward this goal, we introduce Xh := \scrP 0(\Omega h) and augment (3.7c) to read

 - (\bfitu h,\nabla q)K + \langle \^\bfitu h \cdot \bfitn , q\rangle \partial K + (ph, \=q)K = | K|  - 1 (\rho h, \=q)K ,(3.15)

with \rho h \in Xh, \=q| K := | K|  - 1 (q, 1)K the average of q in K, and | K| the volume of
element K. Next we augment the global solver with

\langle \^\bfitu h \cdot \bfitn , \xi \rangle \partial K +
\sum 
K

\rho h| K = 0(3.16)

for all \xi inXh and remove the constraint (3.10), which is satisfied by this construction.
To justify (3.15) and (3.16) we make the following observations. First, summing

(3.16) over all elements and using the compatibility condition on \bfitu D, (3.4), we con-
clude that

(3.17)
\sum 

K\in \Omega h

\rho h| K = 0 and \langle \^\bfitu h \cdot \bfitn , \xi \rangle \partial K = 0 \forall K \in \Omega h.

Next, setting q = 1 on K in (3.15) and using the second condition in (3.17), we have

(3.18) (ph, 1)K = \rho h| K ,
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1704 LEE, SHANNON, BUI-THANH, AND SHADID

and therefore (3.7c) holds for each K. In addition, (3.18) and the first condition in
(3.17) imply (3.10). Finally, note that the number of the new unknowns \rho h and the
number of equations in (3.16) are the same.

For this modified HDG scheme we claim well-posedness of the local solver.

Theorem 3.2. Let \alpha 1 > 1
2 \| \bfitw \| L\infty (\Omega ), \alpha 2 > 0, and \alpha 3 > 0. The local solver

given by (3.7) with (3.7c) replaced by (3.15) is well-posed. In other words, given

(\^\bfitu h, \^\bfitb 
t

h, \^rh, \bfitg ,\bfitf , \rho h), there exists a unique solution (\bfitL h,\bfitu h, ph,\bfitJ h, \bfitb h, rh) of the sys-
tem.

Proof. We show that (\^\bfitu h, \^\bfitb 
t

h, \^rh, \bfitg ,\bfitf , \rho h) = 0 implies (\bfitL h,\bfitu h, ph,\bfitJ h, \bfitb h, rh) =

0. To begin, set (\^\bfitu h, \^\bfitb 
t

h, \^rh, \bfitg ,\bfitf , \rho h) = 0. Then (3.15) reduces to  - (\bfitu h,\nabla q)K +
(ph, \=q)K = 0, and taking q to be constant gives (ph, \=q)K = 0, and hence  - (\bfitu h,\nabla q)K =
0.

Take (\bfitG ,\bfitv , q,\bfitH , \bfitc , s) = (\bfitL h,\bfitu h, ph,\bfitJ h, \bfitb h, rh), integrate by parts the first four
terms in (3.7b) and the first term in (3.7e), and sum the resulting equations to get

Re \| \bfitL h\| 20,K +
\Bigl\langle \Bigl( 
\alpha 1 +

m

2

\Bigr) 
\bfitu h,\bfitu h

\Bigr\rangle 
\partial K

(3.19)

+
Rm

\kappa 
\| \bfitJ h\| 20,K + \alpha 2

\bigm\| \bigm\| \bfitb th\bigm\| \bigm\| 20,\partial K + \alpha 3 \| rh\| 20,\partial K = 0.

Recalling \alpha 1 >
1
2 \| \bfitw \| L\infty , \alpha 2 > 0, and \alpha 3 > 0, we obtain

\bfitL h = 0, \bfitJ h = 0 in K, \bfitu h = 0, \bfitb th = 0, rh = 0 on \partial K.

Using an argument similar to that in subsection 3.1, we can conclude that \bfitu h = \bfitb h = 0
in K. From (3.7b) and (3.7e), (\nabla ph,\bfitv )K = 0 and (\nabla rh, \bfitc )K = 0, respectively. Thus,
ph and rh must be constant, and since rh = 0 on \partial K, rh is identically zero in K. Now
since (ph, \=q)K = 0, we have ph = 0 in K.

Remark 3.3. Introducing \rho h and (3.15) and (3.16) does not alter the solution of
the original HDG scheme. We refer the reader to [22] for details.

4. Error analysis. For an unknown \sigma we use \varepsilon \sigma to denote the error between
the exact solution \sigma and its numerical solution \sigma h. For example, \varepsilon \bfitL := \bfitL  - \bfitL h and
\varepsilon \^\bfitu := \^\bfitu  - \^\bfitu h, where \^\bfitu is the trace of the exact solution \bfitu on the mesh skeleton. We
use \Pi \sigma to denote some interpolation (which will be defined later) of the unknown \sigma 
into its associated finite element space and decompose \varepsilon \sigma into \varepsilon I\sigma + \varepsilon h\sigma , where

\varepsilon I\sigma := \sigma  - \Pi \sigma and \varepsilon h\sigma := \Pi \sigma  - \sigma h.(4.1)

We will call the \varepsilon I and \varepsilon h error terms interpolation and approximation errors, re-

spectively. We define a collective projection \Pi (\bfitL ,\bfitu , p,\bfitJ , \bfitb , r, \^\bfitu , \^\bfitb 
t
, \^r) in Appendix

B, and each component of \Pi may depend on other unknowns; i.e., the \bfitL -component
of \Pi (\bfitL ,\bfitu , p) also depends on \bfitu and p. Nonetheless, for simplicity of presentation
we use \Pi \bfitL to denote the \bfitL -component of \Pi for example. The properties of \Pi are
summarized in Appendix B.

Lemma 4.1. Assume that the exact solution (\bfitL ,\bfitu , p,\bfitJ , \bfitb , r) of (3.2)--(3.3) is suf-
ficiently regular. Then the exact solution satisfies (3.7)--(3.9).

Proof. The assertion follows from the sufficient regularity assumption of the exact
solution and single-valuedness of \bfitw and \bfitd . See [22] for details.
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Lemma 4.2 (error equation). The approximation errors satisfy

E2
h := Re

\bigm\| \bigm\| \varepsilon h\bfitL \bigm\| \bigm\| 20 + Rm

\kappa 

\bigm\| \bigm\| \varepsilon h\bfitJ \bigm\| \bigm\| 20 + \Bigl\langle \Bigl( 
\alpha 1 +

m

2

\Bigr) 
(\varepsilon h\bfitu  - \varepsilon h\^\bfitu ), (\varepsilon 

h
\bfitu  - \varepsilon h\^\bfitu )

\Bigr\rangle 
(4.2)

+ \alpha 2

\bigm\| \bigm\| \bigm\| \varepsilon h\bfitb t  - \varepsilon h\^\bfitb t

\bigm\| \bigm\| \bigm\| 2
\partial \Omega h

+ \alpha 3

\bigm\| \bigm\| \varepsilon hr  - \varepsilon h\^r
\bigm\| \bigm\| 2
\partial \Omega h

=  - Re
\bigl( 
\varepsilon I\bfitL , \varepsilon 

h
\bfitL 

\bigr) 
 - \kappa 

\bigl( 
\varepsilon I\bfitb ,\nabla \times 

\bigl( 
\varepsilon h\bfitu \times \bfitd 

\bigr) \bigr) 
+ \kappa 

\bigl( 
\varepsilon I\bfitu ,\bfitd \times 

\bigl( 
\nabla \times \varepsilon h\bfitb 

\bigr) \bigr) 
 - 
\biggl\langle 
\bfitn \times \varepsilon I\bfitJ  - 1

2
\kappa \bfitn \times 

\bigl( \bigl( 
\varepsilon I\bfitu + \varepsilon I\^\bfitu 

\bigr) 
\times \bfitd 

\bigr) 
+ \alpha 2\varepsilon 

I
\bfitb t , \varepsilon h\bfitb t  - \varepsilon h\^\bfitb t

\biggr\rangle 
.

Proof. Since the numerical and exact solutions satisfy (3.7) (Lemma 4.1), the
linearity of the operators leads to the following error equations:

Re (\varepsilon \bfitL ,\bfitG ) + (\varepsilon \bfitu ,\nabla \cdot \bfitG ) - \langle \varepsilon \^\bfitu \otimes \bfitn ,\bfitG \rangle = 0,(4.3a)

(\varepsilon \bfitL ,\nabla \bfitv ) - (\varepsilon p,\nabla \cdot \bfitv ) - (\varepsilon \bfitu \otimes \bfitw ,\nabla \bfitv ) + \kappa (\varepsilon \bfitb ,\nabla \times (\bfitv \times \bfitd ))(4.3b)

+

\biggl\langle 
 - \varepsilon \bfitL \bfitn +m\varepsilon \bfitu + \varepsilon p\bfitn +

1

2
\kappa \bfitd \times 

\bigl( 
\bfitn \times 

\bigl( 
\varepsilon \bfitb t + \varepsilon \^\bfitb t

\bigr) \bigr) 
+ \alpha 1 (\varepsilon \bfitu  - \varepsilon \^\bfitu ) ,\bfitv 

\biggr\rangle 
= 0,

 - (\varepsilon \bfitu ,\nabla q) + \langle \varepsilon \^\bfitu \cdot \bfitn , q\rangle = 0,(4.3c)

Rm

\kappa 
(\varepsilon \bfitJ ,\bfitH ) - (\varepsilon \bfitb ,\nabla \times \bfitH ) - 

\bigl\langle 
\bfitn \times \varepsilon \^\bfitb t ,\bfitH 

\bigr\rangle 
= 0,(4.3d)

(\varepsilon \bfitJ ,\nabla \times \bfitc ) - (\varepsilon r,\nabla \cdot \bfitc ) - \kappa (\varepsilon \bfitu ,\bfitd \times (\nabla \times \bfitc ))(4.3e)

+

\biggl\langle 
\bfitn \times \varepsilon \bfitJ + \varepsilon \^r\bfitn  - 1

2
\kappa \bfitn \times ((\varepsilon \bfitu + \varepsilon \^\bfitu )\times \bfitd ) + \alpha 2

\bigl( 
\varepsilon \bfitb t  - \varepsilon \^\bfitb t

\bigr) 
, \bfitc 

\biggr\rangle 
= 0,

 - (\varepsilon \bfitb ,\nabla s) + \langle \varepsilon \bfitb \cdot \bfitn + \alpha 3 (\varepsilon r  - \varepsilon \^r) , s\rangle = 0.(4.3f)

Next, we split the error terms into their interpolation and approximation components
as in (4.1) using the projections \Pi defined in Appendix B. Due to the cancellation
properties of \Pi in Appendix B, we obtain the following reduced error equations (see
[22] for details):

Re
\bigl( 
\varepsilon h\bfitL ,\bfitG 

\bigr) 
+
\bigl( 
\varepsilon h\bfitu ,\nabla \cdot \bfitG 

\bigr) 
 - 
\bigl\langle 
\varepsilon h\^\bfitu \otimes \bfitn ,\bfitG 

\bigr\rangle 
=  - Re

\bigl( 
\varepsilon I\bfitL ,\bfitG 

\bigr) 
,(4.4a) \bigl( 

\varepsilon h\bfitL ,\nabla \bfitv 
\bigr) 
 - 
\bigl( 
\varepsilon hp ,\nabla \cdot \bfitv 

\bigr) 
 - 
\bigl( 
\varepsilon h\bfitu \otimes \bfitw ,\nabla \bfitv 

\bigr) 
+ \kappa 

\bigl( 
\varepsilon h\bfitb ,\nabla \times (\bfitv \times \bfitd )

\bigr) 
(4.4b)

+

\biggl\langle 
 - \varepsilon h\bfitL \bfitn +m\varepsilon h\bfitu + \varepsilon hp\bfitn +

1

2
\kappa \bfitd \times 

\Bigl( 
\bfitn \times 

\Bigl( 
\varepsilon h\bfitb t + \varepsilon h\^\bfitb t

\Bigr) \Bigr) 
+ \alpha 1

\bigl( 
\varepsilon h\bfitu  - \varepsilon h\^\bfitu 

\bigr) 
,\bfitv 

\biggr\rangle 
=  - \kappa 

\bigl( 
\varepsilon I\bfitb ,\nabla \times (\bfitv \times \bfitd )

\bigr) 
,

 - 
\bigl( 
\varepsilon h\bfitu ,\nabla q

\bigr) 
+
\bigl\langle 
\varepsilon h\^\bfitu \cdot \bfitn , q

\bigr\rangle 
= 0,(4.4c)

Rm

\kappa 

\bigl( 
\varepsilon h\bfitJ ,\bfitH 

\bigr) 
 - 
\bigl( 
\varepsilon h\bfitb ,\nabla \times \bfitH 

\bigr) 
 - 
\Bigl\langle 
\bfitn \times \varepsilon h\^\bfitb t ,\bfitH 

\Bigr\rangle 
= 0,(4.4d) \bigl( 

\varepsilon h\bfitJ ,\nabla \times \bfitc 
\bigr) 
 - 
\bigl( 
\varepsilon hr ,\nabla \cdot \bfitc 

\bigr) 
 - \kappa 

\bigl( 
\varepsilon h\bfitu ,\bfitd \times (\nabla \times \bfitc )

\bigr) 
(4.4e)

+

\biggl\langle 
\bfitn \times \varepsilon h\bfitJ + \varepsilon h\^r\bfitn  - 1

2
\kappa \bfitn \times 

\bigl( \bigl( 
\varepsilon h\bfitu + \varepsilon h\^\bfitu 

\bigr) 
\times \bfitd 

\bigr) 
+ \alpha 2

\Bigl( 
\varepsilon h\bfitb t  - \varepsilon h\^\bfitb t

\Bigr) 
, \bfitc 

\biggr\rangle 
= \kappa 

\bigl( 
\varepsilon I\bfitu ,\bfitd \times (\nabla \times \bfitc )

\bigr) 
 - 
\biggl\langle 
\bfitn \times \varepsilon I\bfitJ  - 1

2
\kappa \bfitn \times 

\bigl( \bigl( 
\varepsilon I\bfitu + \varepsilon I\^\bfitu 

\bigr) 
\times \bfitd 

\bigr) 
+ \alpha 2\varepsilon 

I
\bfitb t , \bfitc 

\biggr\rangle 
,

 - 
\bigl( 
\varepsilon h\bfitb ,\nabla s

\bigr) 
+
\bigl\langle 
\varepsilon h\bfitb \cdot \bfitn + \alpha 3

\bigl( 
\varepsilon hr  - \varepsilon h\^r

\bigr) 
, s
\bigr\rangle 
= 0.(4.4f)

Notice that (4.4) looks like (3.7) but with the approximation error replacing the
finite element solution, and with some nonzero right-hand side terms. Since the
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1706 LEE, SHANNON, BUI-THANH, AND SHADID

approximation errors are in the finite element spaces, we can choose the test functions
to be the approximation error terms. Similarly to the procedure for arriving at (3.11),
we take (\bfitG ,\bfitv , q,\bfitH , \bfitc , s) = (\varepsilon h\bfitL , \varepsilon 

h
\bfitu , \varepsilon 

h
p , \varepsilon 

h
\bfitJ , \varepsilon 

h
\bfitb , \varepsilon 

h
r ), integrate by parts the first four

terms of (4.4b) and the first term of (4.4e), and sum the resulting equations in (4.4)
to arrive at

Re
\bigm\| \bigm\| \varepsilon h\bfitL \bigm\| \bigm\| 20 + Rm

\kappa 

\bigm\| \bigm\| \varepsilon h\bfitJ \bigm\| \bigm\| 20  - \bigl\langle 
\varepsilon h\^\bfitu \otimes \bfitn , \varepsilon h\bfitL 

\bigr\rangle 
+
\Bigl\langle m
2
\varepsilon h\bfitu , \varepsilon 

h
\bfitu 

\Bigr\rangle 
+
\bigl\langle 
\alpha 1(\varepsilon 

h
\bfitu  - \varepsilon h\^\bfitu ), \varepsilon 

h
\bfitu 

\bigr\rangle 
+

\biggl\langle 
1

2
\kappa \bfitd \times 

\Bigl( 
\bfitn \times \varepsilon h\^\bfitb t

\Bigr) 
, \varepsilon h\bfitu 

\biggr\rangle 
+
\bigl\langle 
\varepsilon h\^\bfitu \cdot \bfitn , \varepsilon hp

\bigr\rangle 
 - 

\Bigl\langle 
\bfitn \times \varepsilon h\^\bfitb t , \varepsilon h\bfitJ 

\Bigr\rangle 
+
\bigl\langle 
\varepsilon h\^r\bfitn , \varepsilon 

h
\bfitb 

\bigr\rangle 
(4.5)

+
\Bigl\langle 
\alpha 2(\varepsilon 

h
\bfitb t  - \varepsilon h\^\bfitb t), \varepsilon h\bfitb t

\Bigr\rangle 
 - 
\biggl\langle 
1

2
\kappa \bfitn \times 

\bigl( 
\varepsilon h\^\bfitu \times \bfitd 

\bigr) 
, \varepsilon h\bfitb 

\biggr\rangle 
+

\bigl\langle 
\alpha 3

\bigl( 
\varepsilon hr  - \varepsilon h\^r

\bigr) 
, \varepsilon hr

\bigr\rangle 
=  - Re

\bigl( 
\varepsilon I\bfitL , \varepsilon 

h
\bfitL 

\bigr) 
 - \kappa 

\bigl( 
\varepsilon I\bfitb ,\nabla \times 

\bigl( 
\varepsilon h\bfitu \times \bfitd 

\bigr) \bigr) 
+ \kappa 

\bigl( 
\varepsilon I\bfitu ,\bfitd \times 

\bigl( 
\nabla \times \varepsilon h\bfitb 

\bigr) \bigr) 
 - 
\biggl\langle 
\bfitn \times \varepsilon I\bfitJ  - 1

2
\kappa \bfitn \times 

\bigl( \bigl( 
\varepsilon I\bfitu + \varepsilon I\^\bfitu 

\bigr) 
\times \bfitd 

\bigr) 
+ \alpha 2\varepsilon 

I
\bfitb t , \varepsilon h\bfitb 

\biggr\rangle 
.

For the boundary conditions and conservation conditions, since the exact solution
satisfies (3.8)--(3.9), we have

\biggl\langle 
 - \varepsilon \bfitL \bfitn +m\varepsilon \bfitu + \varepsilon p\bfitn +

1

2
\kappa \bfitd \times 

\bigl( 
\bfitn \times 

\bigl( 
\varepsilon \bfitb t + \varepsilon \^\bfitb t

\bigr) \bigr) 
+ \alpha 1 (\varepsilon \bfitu  - \varepsilon \^\bfitu ) ,\bfitmu 

\biggr\rangle 
\partial \Omega h\setminus \partial \Omega 

= 0,

(4.6a)

\biggl\langle 
\bfitn \times \varepsilon \bfitJ  - 1

2
\kappa \bfitn \times ((\varepsilon \bfitu + \varepsilon \^\bfitu )\times \bfitd ) + \alpha 2

\bigl( 
\varepsilon \bfitb t  - \varepsilon \^\bfitb t

\bigr) 
,\bfitlambda t

\biggr\rangle 
\partial \Omega h\setminus \partial \Omega 

= 0,(4.6b)

\langle \varepsilon \bfitb \cdot \bfitn + \alpha 3 (\varepsilon r  - \varepsilon \^r) , \gamma \rangle \partial \Omega h\setminus \partial \Omega = 0,(4.6c)

\langle \varepsilon \^\bfitu ,\bfitmu \rangle \partial \Omega = 0,(4.6d) \bigl\langle 
\varepsilon \^\bfitb t ,\bfitlambda t

\bigr\rangle 
\partial \Omega 

= 0,(4.6e)

\langle \varepsilon \^r, \gamma \rangle \partial \Omega = 0.(4.6f)

We split the errors into interpolation and approximation errors as before, and use the
interpolations defined in Appendix B to cancel terms. We refer the reader to [22] for
more details on cancellation of terms. Then we have\biggl\langle 

 - \varepsilon h\bfitL \bfitn +m\varepsilon h\bfitu + \varepsilon hp\bfitn +
1

2
\kappa \bfitd \times 

\bigl( 
\bfitn \times \varepsilon h\bfitb t

\bigr) 
+ \alpha 1

\bigl( 
\varepsilon h\bfitu  - \varepsilon h\^\bfitu 

\bigr) 
,\bfitmu 

\biggr\rangle 
\partial \Omega h\setminus \partial \Omega 

= 0,(4.7a) \biggl\langle 
\bfitn \times \varepsilon h\bfitJ  - 1

2
\kappa \bfitn \times 

\bigl( 
\varepsilon h\bfitu \times \bfitd 

\bigr) 
+ \alpha 2

\Bigl( 
\varepsilon h\bfitb t  - \varepsilon h\^\bfitb t

\Bigr) 
,\bfitlambda t

\biggr\rangle 
\partial \Omega h\setminus \partial \Omega 

(4.7b)

=  - 
\biggl\langle 
\bfitn \times \varepsilon I\bfitJ  - 1

2
\kappa \bfitn \times 

\bigl( \bigl( 
\varepsilon I\bfitu + \varepsilon I\^\bfitu 

\bigr) 
\times \bfitd 

\bigr) 
+ \alpha 2\varepsilon 

I
\bfitb t ,\bfitlambda 

t

\biggr\rangle 
\partial \Omega h\setminus \partial \Omega 

,\bigl\langle 
\varepsilon h\bfitb \cdot \bfitn + \alpha 3

\bigl( 
\varepsilon hr  - \varepsilon h\^r

\bigr) 
, \gamma 

\bigr\rangle 
\partial \Omega h\setminus \partial \Omega 

= 0,(4.7c) \bigl\langle 
\varepsilon h\^\bfitu ,\bfitmu 

\bigr\rangle 
\partial \Omega 

= 0,(4.7d) \Bigl\langle 
\varepsilon h\^\bfitb t ,\bfitlambda 

t
\Bigr\rangle 
\partial \Omega 

= 0,(4.7e) \bigl\langle 
\varepsilon h\^r , \gamma 

\bigr\rangle 
\partial \Omega 

= 0.(4.7f)

Equations (4.7d)--(4.7f) imply that on \partial \Omega , \varepsilon h\^\bfitu = 0, \varepsilon h\^\bfitb t = 0, and \varepsilon h\^r = 0. With this

zero contribution on \partial \Omega , summing of the formulae (4.7a)--(4.7c) with (\bfitmu ,\bfitlambda t, \gamma ) =
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(\varepsilon h\^\bfitu , \varepsilon 
h
\^\bfitb 
t , \varepsilon h\^r ), including \partial \Omega , gives\biggl\langle 

 - \varepsilon h\bfitL \bfitn +m\varepsilon h\bfitu + \varepsilon hp\bfitn +
1

2
\kappa \bfitd \times 

\bigl( 
\bfitn \times \varepsilon h\bfitb t

\bigr) 
+ \alpha 1

\bigl( 
\varepsilon h\bfitu  - \varepsilon h\^\bfitu 

\bigr) 
, \varepsilon h\^\bfitu 

\biggr\rangle 
+

\biggl\langle 
\bfitn \times \varepsilon h\bfitJ  - 1

2
\kappa \bfitn \times 

\bigl( 
\varepsilon h\bfitu \times \bfitd 

\bigr) 
+ \alpha 2

\Bigl( 
\varepsilon h\bfitb t  - \varepsilon h\^\bfitb t

\Bigr) 
, \varepsilon h\^\bfitb t

\biggr\rangle 
+
\bigl\langle 
\varepsilon h\bfitb \cdot \bfitn + \alpha 3

\bigl( 
\varepsilon hr  - \varepsilon h\^r

\bigr) 
, \varepsilon h\^r

\bigr\rangle 
=

\biggl\langle 
\bfitn \times \varepsilon I\bfitJ  - 1

2
\kappa \bfitn \times 

\bigl( \bigl( 
\varepsilon I\bfitu + \varepsilon I\^\bfitu 

\bigr) 
\times \bfitd 

\bigr) 
+ \alpha 2\varepsilon 

I
\bfitb t , \varepsilon h\^\bfitb t

\biggr\rangle 
.(4.8)

Subtracting (4.8) from (4.5), we arrive at

Re
\bigm\| \bigm\| \varepsilon h\bfitL \bigm\| \bigm\| 20 + Rm

\kappa 

\bigm\| \bigm\| \varepsilon h\bfitJ \bigm\| \bigm\| 20 + \bigl\langle 
\alpha 1(\varepsilon 

h
\bfitu  - \varepsilon h\^\bfitu ), (\varepsilon 

h
\bfitu  - \varepsilon h\^\bfitu )

\bigr\rangle 
+

\Bigl\langle m
2
\varepsilon h\bfitu , \varepsilon 

h
\bfitu 

\Bigr\rangle 
 - 
\bigl\langle 
m\varepsilon h\bfitu , \varepsilon 

h
\^\bfitu 

\bigr\rangle 
+ \alpha 2

\bigm\| \bigm\| \bigm\| \varepsilon h\bfitb t  - \varepsilon h\^\bfitb t

\bigm\| \bigm\| \bigm\| 2
\partial \Omega h

+ \alpha 3

\bigm\| \bigm\| \varepsilon hr  - \varepsilon h\^r
\bigm\| \bigm\| 2
\partial \Omega h

=  - Re
\bigl( 
\varepsilon I\bfitL , \varepsilon 

h
\bfitL 

\bigr) 
 - \kappa 

\bigl( 
\varepsilon I\bfitb ,\nabla \times 

\bigl( 
\varepsilon h\bfitu \times \bfitd 

\bigr) \bigr) 
+ \kappa 

\bigl( 
\varepsilon I\bfitu ,\bfitd \times 

\bigl( 
\nabla \times \varepsilon h\bfitb 

\bigr) \bigr) 
 - 
\biggl\langle 
\bfitn \times \varepsilon I\bfitJ  - 1

2
\kappa \bfitn \times 

\bigl( \bigl( 
\varepsilon I\bfitu + \varepsilon I\^\bfitu 

\bigr) 
\times \bfitd 

\bigr) 
+ \alpha 2\varepsilon 

I
\bfitb t , \varepsilon h\bfitb t  - \varepsilon h\^\bfitb t

\biggr\rangle 
.

Following the same procedure to get (3.14) from (3.13), we obtain the conclusion.

Lemma 4.3. There holds

E2
h \lesssim Re

\bigm\| \bigm\| \varepsilon I\bfitL \bigm\| \bigm\| 0 \bigm\| \bigm\| \varepsilon h\bfitL \bigm\| \bigm\| 0 + \kappa \| \bfitd \| W 1,\infty 

\bigl( \bigm\| \bigm\| \varepsilon I\bfitb \bigm\| \bigm\| 0 \bigm\| \bigm\| \varepsilon h\bfitu \bigm\| \bigm\| 0 + \bigm\| \bigm\| \varepsilon I\bfitu \bigm\| \bigm\| 0 \bigm\| \bigm\| \varepsilon h\bfitb \bigm\| \bigm\| 0\bigr) (4.9)

+
\Bigl( \bigm\| \bigm\| \varepsilon I\bfitJ \bigm\| \bigm\| \partial \Omega h

+ \kappa \| \bfitd \| L\infty 

\bigm\| \bigm\| \varepsilon I\bfitu , \varepsilon I\^\bfitu \bigm\| \bigm\| \partial \Omega h
+ \alpha 2

\bigm\| \bigm\| \varepsilon I\bfitb t

\bigm\| \bigm\| 
\partial \Omega h

\Bigr) \bigm\| \bigm\| \bigm\| \varepsilon h\bfitb t  - \varepsilon h\^\bfitb t

\bigm\| \bigm\| \bigm\| 
\partial \Omega h

.

Proof. Bounding the energy is the same as bounding the right-hand side of (4.2).
The estimate of Re

\bigl( 
\varepsilon I\bfitL , \varepsilon 

h
\bfitL 

\bigr) 
is straightforward by the Cauchy--Schwarz inequality. To

estimate \kappa 
\bigl( 
\varepsilon I\bfitb ,\nabla \times 

\bigl( 
\varepsilon h\bfitu \times \bfitd 

\bigr) \bigr) 
, note that an algebraic computation gives

\kappa 
\bigl( 
\varepsilon I\bfitb ,\nabla \times 

\bigl( 
\varepsilon h\bfitu \times \bfitd 

\bigr) \bigr) 
= \kappa 

\bigl( 
\varepsilon I\bfitb , \varepsilon 

h
\bfitu (\nabla \cdot \bfitd ) - 

\bigl( 
\varepsilon h\bfitu \cdot \nabla 

\bigr) 
\bfitd 
\bigr) 

(4.10)

+ \kappa 
\bigl( 
\varepsilon I\bfitb , (\bfitd \cdot \nabla ) \varepsilon h\bfitu  - \bfitd 

\bigl( 
\nabla \cdot \varepsilon h\bfitu 

\bigr) \bigr) 
.

The boundedness of the left-hand side can be obtained by

\kappa 
\bigm| \bigm| \bigl( \varepsilon I\bfitb , \varepsilon h\bfitu (\nabla \cdot \bfitd ) - 

\bigl( 
\varepsilon h\bfitu \cdot \nabla 

\bigr) 
\bfitd 
\bigr) 
K

\bigm| \bigm| \leq \kappa \| \varepsilon I\bfitb \| 0,K\| \varepsilon h\bfitu \| 0,K\| \bfitd \| W 1,\infty (K),

\kappa 
\bigm| \bigm| \bigl( \varepsilon I\bfitb , (\bfitd \cdot \nabla ) \varepsilon h\bfitu  - \bfitd 

\bigl( 
\nabla \cdot \varepsilon h\bfitu 

\bigr) \bigr) 
K

\bigm| \bigm| 
= \kappa 

\bigm| \bigm| \bigl( \varepsilon I\bfitb , ((\bfitd  - \BbbP 0\bfitd ) \cdot \nabla ) \varepsilon h\bfitu  - (\bfitd  - \BbbP 0\bfitd )
\bigl( 
\nabla \cdot \varepsilon h\bfitu 

\bigr) \bigr) 
K

\bigm| \bigm| 
\lesssim \kappa hK\| \varepsilon I\bfitb \| 0,K\| \bfitd \| W 1,\infty (K)\| \nabla \varepsilon h\bfitu \| 0,K \lesssim \kappa \| \varepsilon I\bfitb \| 0,K\| \bfitd \| W 1,\infty (K)\| \varepsilon h\bfitu \| 0,K ,

where \BbbP 0\bfitd is the L2 projection of \bfitd to the piecewise constant space on K, and here
we used (B.1f), H\"older inequality \| f1f2f3\| L1 \leq \| f1\| L2\| f2\| L\infty \| f3\| L2 , the Bramble--
Hilbert lemma (see, e.g., [3]), and the inverse estimate in the last two inequalities.

For an estimate of \kappa 
\bigl( 
\varepsilon I\bfitu ,\bfitd \times 

\bigl( 
\nabla \times \varepsilon h\bfitb 

\bigr) \bigr) 
, we first note that

\kappa 
\bigl( 
\varepsilon I\bfitu ,\bfitd \times 

\bigl( 
\nabla \times \varepsilon h\bfitb 

\bigr) \bigr) 
= \kappa 

\bigl( 
\varepsilon I\bfitu , (\bfitd  - \BbbP 0\bfitd )\times 

\bigl( 
\nabla \times \varepsilon h\bfitb 

\bigr) \bigr) D
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due to (B.1j). An argument similar to the above gives

\kappa | 
\bigl( 
\varepsilon I\bfitu ,\bfitd \times 

\bigl( 
\nabla \times \varepsilon h\bfitb 

\bigr) \bigr) 
| K \leq \kappa \| \varepsilon I\bfitu \| 0,K\| \bfitd  - \BbbP 0\bfitd \| L\infty (K)\| \nabla \times \varepsilon h\bfitb \| 0,K

\lesssim \kappa \| \varepsilon I\bfitu \| 0,K\| \bfitd \| W 1,\infty (K)\| \varepsilon h\bfitb \| 0,K .

Finally, we use the Cauchy--Schwarz inequality for the last term in (4.2).

Corollary 4.4 (energy estimate). There holds

E2
h \lesssim Re

\bigm\| \bigm\| \varepsilon I\bfitL \bigm\| \bigm\| 20 + \kappa \| \bfitd \| W 1,\infty 

\bigl( \bigm\| \bigm\| \varepsilon I\bfitb \bigm\| \bigm\| 0 \bigm\| \bigm\| \varepsilon h\bfitu \bigm\| \bigm\| 0 + \bigm\| \bigm\| \varepsilon I\bfitu \bigm\| \bigm\| 0 \bigm\| \bigm\| \varepsilon h\bfitb \bigm\| \bigm\| 0\bigr) (4.11)

+ \alpha  - 1
2

\bigm\| \bigm\| \varepsilon I\bfitJ \bigm\| \bigm\| 2\partial \Omega h
+ \kappa 2 \| \bfitd \| 2L\infty 

\bigm\| \bigm\| \varepsilon I\bfitu \bigm\| \bigm\| 2\partial \Omega h
+ \alpha 2

\bigm\| \bigm\| \varepsilon I\bfitb t

\bigm\| \bigm\| 2
\partial \Omega h

.

Proof. Apply Young's inequality to each of the terms on the right-hand side of
(4.9) involving

\bigm\| \bigm\| \varepsilon h\bfitL \bigm\| \bigm\| 0 and \| \varepsilon h\bfitb t  - \varepsilon h\^\bfitb t\| \partial \Omega h
. Note also that \Pi \^\bfitu is the best approximation

of \bfitu on \partial \Omega h, so
\bigm\| \bigm\| \varepsilon I\^\bfitu \bigm\| \bigm\| \partial \Omega h

is bounded by
\bigm\| \bigm\| \varepsilon I\bfitu \bigm\| \bigm\| \partial \Omega h

.

In the energy estimate (4.11), we do not have direct control over \| \varepsilon h\bfitu \| 0 and \| \varepsilon h\bfitb \| 0,
so we employ a duality argument to estimate these terms. A similar approach for the
Oseen equation appeared in [5], but \varepsilon h\bfitu and \varepsilon h\bfitb are coupled in our MHD system, so
there are nontrivial modifications to complete this duality argument.

First, we define a dual (adjoint) problem of the MHD system (3.2) as

Re\bfitL \ast  - \nabla \bfitu \ast = 0,(4.12a)

 - \nabla \cdot \bfitL \ast  - \nabla p\ast  - (\bfitw \cdot \nabla )\bfitu \ast  - \kappa \bfitd \times (\nabla \times \bfitb \ast ) = \bfittheta ,(4.12b)

 - \nabla \cdot \bfitu \ast = 0,(4.12c)

Rm

\kappa 
\bfitJ \ast  - \nabla \times \bfitb \ast = 0,(4.12d)

\nabla \times \bfitJ \ast  - \nabla r\ast + \kappa \nabla \times (\bfitu \ast \times \bfitd ) = \bfitsigma ,(4.12e)

 - \nabla \cdot \bfitb \ast = 0,(4.12f)

with homogeneous boundary conditions. Here, \bfittheta and \bfitsigma are two given functions in
L2 (\Omega ), and the superscript * is used to denote the corresponding unknowns in the
adjoint equation. We assume the following elliptic regularity assumption:

\| \bfitu \ast \| 2 + \| \bfitb \ast ,\bfitL \ast ,\bfitJ \ast , p\ast , r\ast \| 1 \lesssim \| \bfittheta ,\bfitsigma \| 0 .(4.13)

The well-posedness of (4.12) and the conditions under which the regularity estimate
(4.13) holds are discussed in Appendix C in [22].

We use the interpolation operators \Pi \ast defined in (B.3) and (B.4) below,
and \varepsilon I\bfitL \ast , \varepsilon Ip\ast , . . . , will denote \bfitL \ast  - \Pi \ast \bfitL \ast , p\ast  - \Pi \ast p\ast , etc. Testing (4.12b) with \varepsilon h\bfitu and

(4.12e) with \varepsilon h\bfitb we have\bigl( 
\varepsilon h\bfitu ,\bfittheta 

\bigr) 
+
\bigl( 
\varepsilon h\bfitb ,\bfitsigma 

\bigr) 
(4.14)

=
\bigl( 
\varepsilon h\bfitu , - \nabla \cdot \bfitL \ast  - \nabla p\ast  - (\bfitw \cdot \nabla )\bfitu \ast  - \kappa \bfitd \times (\nabla \times \bfitb \ast )

\bigr) 
+
\bigl( 
\varepsilon h\bfitb ,\nabla \times \bfitJ \ast  - \nabla r\ast + \kappa \nabla \times (\bfitu \ast \times \bfitd )

\bigr) 
=

\bigl( 
\nabla \varepsilon h\bfitu ,\bfitL 

\ast \bigr) + \bigl( 
\nabla \cdot \varepsilon h\bfitu , p\ast 

\bigr) 
+
\bigl( 
(\bfitw \cdot \nabla )\varepsilon h\bfitu ,\bfitu 

\ast \bigr)  - \kappa 
\bigl( 
\varepsilon h\bfitu ,\bfitd \times (\nabla \times \bfitb \ast )

\bigr) D
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+
\bigl\langle 
\varepsilon h\bfitu , - \bfitL \ast \bfitn  - p\ast \bfitn  - m\bfitu \ast \bigr\rangle + \bigl( 

\nabla \times \varepsilon h\bfitb ,\bfitJ 
\ast \bigr) + \bigl( 

\nabla \cdot \varepsilon h\bfitb , r\ast 
\bigr) 

+ \kappa 
\bigl( 
\varepsilon h\bfitb ,\nabla \times (\bfitu \ast \times \bfitd )

\bigr) 
+
\bigl\langle 
\varepsilon h\bfitb ,\bfitn \times \bfitJ \ast  - r\ast \bfitn 

\bigr\rangle 
=

\bigl( 
\nabla \varepsilon h\bfitu ,\Pi \ast \bfitL \ast \bigr) + \bigl( 

\nabla \cdot \varepsilon h\bfitu ,\Pi \ast p\ast 
\bigr) 
+

\bigl( 
(\bfitw \cdot \nabla )\varepsilon h\bfitu ,\Pi 

\ast \bfitu \ast \bigr) 
 - \kappa 

\bigl( 
\varepsilon h\bfitu ,\bfitd \times (\nabla \times \bfitb \ast )

\bigr) 
+
\bigl\langle 
\varepsilon h\bfitu , - \bfitL \ast \bfitn  - p\ast \bfitn  - m\bfitu \ast \bigr\rangle + \bigl( 

\nabla \times \varepsilon h\bfitb ,\Pi 
\ast \bfitJ \ast \bigr) 

+
\bigl( 
\nabla \cdot \varepsilon h\bfitb ,\Pi \ast r\ast 

\bigr) 
+ \kappa 

\bigl( 
\nabla \times (\bfitu \ast \times \bfitd ), \varepsilon h\bfitb 

\bigr) 
+

\bigl\langle 
\varepsilon h\bfitb ,\bfitn \times \bfitJ \ast  - r\ast \bfitn 

\bigr\rangle 
=

\bigl( 
\varepsilon h\bfitu , - \nabla \cdot \Pi \ast \bfitL \ast  - \nabla \Pi \ast p\ast  - (\bfitw \cdot \nabla )\Pi \ast \bfitu \ast  - \kappa \bfitd \times (\nabla \times \bfitb \ast )

\bigr) 
+
\bigl( 
\varepsilon h\bfitb ,\nabla \times \Pi \ast \bfitJ \ast  - \nabla \Pi \ast r\ast + \kappa \nabla \times (\bfitu \ast \times \bfitd )

\bigr) 
+
\bigl\langle 
\varepsilon h\bfitu , - \varepsilon I\bfitL \ast \bfitn  - \varepsilon Ip\ast \bfitn  - m\varepsilon I\bfitu \ast 

\bigr\rangle 
+

\bigl\langle 
\varepsilon h\bfitb ,\bfitn \times \varepsilon I\bfitJ \ast  - \varepsilon Ir\ast \bfitn 

\bigr\rangle 
,

where we have used integration by parts in the second equality, the properties of the
\Pi \ast operators (B.3) and (B.4) in the third equality, and integration by parts again in
the last equality.

This can be reduced to (see [22] for full details)\bigl( 
\varepsilon h\bfitu ,\bfittheta 

\bigr) 
+
\bigl( 
\varepsilon h\bfitb ,\bfitsigma 

\bigr) 
(4.15)

= Re
\bigl( 
\varepsilon h\bfitL , - \varepsilon I\bfitL \ast 

\bigr) \underbrace{}  \underbrace{}  
=:I1

+ Re
\bigl( 
\varepsilon I\bfitL ,\Pi 

\ast \bfitL \ast \bigr) \underbrace{}  \underbrace{}  
=:I2

+\kappa 
\bigl( 
\varepsilon h\bfitb ,\nabla \times (\varepsilon I\bfitu \ast \times \bfitd )

\bigr) \underbrace{}  \underbrace{}  
=:I3

 - \kappa 
\bigl( 
\varepsilon I\bfitb ,\nabla \times (\Pi \ast \bfitu \ast \times \bfitd )

\bigr) \underbrace{}  \underbrace{}  
=:I4

+\kappa 
\bigl( 
\varepsilon I\bfitu ,\bfitd \times (\nabla \times \Pi \ast \bfitb \ast )

\bigr) \underbrace{}  \underbrace{}  
=:I5

 - \kappa 
\bigl( 
\varepsilon h\bfitu ,\bfitd \times (\nabla \times \varepsilon I\bfitb \ast )

\bigr) \underbrace{}  \underbrace{}  
=:I6

 - 
\Bigl\langle 
\varepsilon h\bfitu ,m\varepsilon 

I
\^\bfitu \ast + \kappa \bfitd \times (\bfitn \times ( - \varepsilon I\bfitb \ast + \varepsilon I

(\^\bfitb 
\ast 
)t
))
\Bigr\rangle 

\underbrace{}  \underbrace{}  
=:I7

+

\biggl\langle 
\varepsilon h\^\bfitb t ,

1

2
\kappa \bfitn \times (( - \varepsilon I\bfitu \ast + \varepsilon I\^\bfitu \ast )\times \bfitd ) + \bfitn \times ( - \varepsilon I\bfitJ \ast ) - \alpha 2\varepsilon 

I
(\bfitb \ast )t

\biggr\rangle 
\underbrace{}  \underbrace{}  

=:I8

+

\biggl\langle 
\varepsilon h\bfitb t ,

1

2
\kappa \bfitn \times 

\bigl( 
( - \varepsilon I\bfitu \ast + \varepsilon I\^\bfitu \ast )\times \bfitd 

\bigr) 
+ \bfitn \times \varepsilon I\bfitJ \ast + \alpha 2\varepsilon 

I
(\bfitb \ast )t

\biggr\rangle 
\underbrace{}  \underbrace{}  

=:I9

 - 
\biggl\langle 
\bfitn \times \varepsilon I\bfitJ  - 1

2
\kappa \bfitn \times ((\varepsilon I\bfitu + \varepsilon I\^\bfitu )\times \bfitd ) + \alpha 2\varepsilon 

I
\bfitb t ,\Pi \ast \bfitb \ast  - \BbbP e\bfitb 

\ast 
\biggr\rangle 

\underbrace{}  \underbrace{}  
=:I10

.

Estimation for I1. Combining the estimate for \varepsilon I\bfitL \ast and (B.6) gives

| ReI1| \leq Re
\bigm\| \bigm\| \varepsilon h\bfitL \bigm\| \bigm\| 0 \bigm\| \bigm\| \varepsilon I\bfitL \ast 

\bigm\| \bigm\| 
0
\lesssim hRe

\bigm\| \bigm\| \varepsilon h\bfitL \bigm\| \bigm\| 0 \| \bfittheta ,\bfitsigma \| 0 .(4.16)

Estimation for I2. Using (4.12a), (B.1i), (B.1j), Lemma A.3, and the regularity
of the adjoint solutions, we have

| ReI2| \leq | Re
\bigl( 
\varepsilon I\bfitL ,\nabla \bfitu \ast \bigr) | + | Re

\bigl( 
\varepsilon I\bfitL , - \varepsilon I\bfitL \ast 

\bigr) 
| (4.17)

= | Re
\bigl( 
\varepsilon I\bfitL ,\nabla (\bfitu \ast  - \BbbP 1\bfitu 

\ast )
\bigr) 
+
\bigl( 
\varepsilon I\bfitu \otimes \bfitw ,\nabla \BbbP 1\bfitu 

\ast \bigr) | + | Re
\bigl( 
\varepsilon I\bfitL , - \varepsilon I\bfitL \ast 

\bigr) 
| 

\lesssim Re
\bigl( 
h
\bigm\| \bigm\| \varepsilon I\bfitL \bigm\| \bigm\| 0 \| \bfitu \ast \| 2 + \| \bfitw  - \BbbP 0\bfitw \| L\infty 

\bigm\| \bigm\| \varepsilon I\bfitu \bigm\| \bigm\| 0 \| \bfitu \ast \| 1 +
\bigm\| \bigm\| \varepsilon I\bfitL \bigm\| \bigm\| 0 \bigm\| \bigm\| \varepsilon I\bfitL \ast 

\bigm\| \bigm\| 
0

\bigr) 
\lesssim hRe

\bigl( \bigm\| \bigm\| \varepsilon I\bfitL \bigm\| \bigm\| 0 + \| \bfitw \| W 1,\infty 

\bigm\| \bigm\| \varepsilon I\bfitu \bigm\| \bigm\| 0\bigr) \| \bfittheta ,\bfitsigma \| 0 .
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1710 LEE, SHANNON, BUI-THANH, AND SHADID

Estimation for I4. By the identity (4.10), it suffices to estimate\bigl( 
\varepsilon I\bfitb ,\Pi 

\ast \bfitu \ast (\nabla \cdot \bfitd ) - (\Pi \ast \bfitu \ast \cdot \nabla )\bfitd 
\bigr) 
,\bigl( 

\varepsilon I\bfitb , ((\bfitd  - \BbbP 0\bfitd ) \cdot \nabla )\Pi \ast \bfitu \ast  - (\bfitd  - \BbbP 0\bfitd ) (\nabla \cdot \Pi \ast \bfitu \ast )
\bigr) 
.

By the triangle inequality, the inverse estimate, and (B.6), we have

\| \nabla \Pi \ast \bfitu \ast \| 0 \leq \| \nabla (\Pi \ast \bfitu \ast  - \BbbP 1\bfitu 
\ast )\| 0 + \| \nabla \BbbP 1\bfitu 

\ast \| 0
\lesssim h - 1 \| \Pi \ast \bfitu \ast  - \BbbP 1\bfitu 

\ast \| 0 + \| \bfitu \ast \| 1
\leq h - 1(

\bigm\| \bigm\| \varepsilon I\bfitu \ast 

\bigm\| \bigm\| 
0
+ \| \bfitu \ast  - \BbbP 1\bfitu 

\ast \| 0) + \| \bfitu \ast \| 1
\lesssim \| \bfittheta ,\bfitsigma \| 0 ,

\| \Pi \ast \bfitu \ast \| 0 \leq 
\bigm\| \bigm\| \varepsilon I\bfitu \ast 

\bigm\| \bigm\| 
0
+ \| \bfitu \ast \| 0 \lesssim \| \bfittheta ,\bfitsigma \| 0 ,

and thus,

| \kappa I4| \lesssim \kappa \| \bfitd \| W 1,\infty 

\bigm\| \bigm\| \varepsilon I\bfitb \bigm\| \bigm\| 0 (\| \Pi \ast \bfitu \ast \| 0 + h \| \nabla \Pi \ast \bfitu \ast \| 0)(4.18)

\lesssim \kappa \| \bfitd \| W 1,\infty 

\bigm\| \bigm\| \varepsilon I\bfitb \bigm\| \bigm\| 0 \| \bfittheta ,\bfitsigma \| 0 .
Estimation for I5. By an argument similar to the estimate of \| \nabla \Pi \ast \bfitu \ast \| 0 above,

\| \nabla \times \Pi \ast \bfitb \ast \| 0 \lesssim \| \bfittheta ,\bfitsigma \| 0. Since I5 =
\bigl( 
\varepsilon I\bfitu , (\bfitd  - \BbbP 0\bfitd )\times (\nabla \times \Pi \ast \bfitb \ast )

\bigr) 
,

| \kappa I5| \lesssim h\kappa \| \bfitd \| W 1,\infty 

\bigm\| \bigm\| \varepsilon I\bfitu \bigm\| \bigm\| 0 \| \nabla \times \Pi \ast \bfitb \ast \| 0(4.19)

\lesssim h\kappa \| \bfitd \| W 1,\infty 

\bigm\| \bigm\| \varepsilon I\bfitu \bigm\| \bigm\| 0 \| \bfittheta ,\bfitsigma \| 0 .
Estimation for I6 and I7. Integrating I6 by parts (see (3.6)), we have

 - \kappa I6 =  - \kappa 
\bigl( 
\varepsilon I\bfitb \ast ,\nabla \times (\varepsilon h\bfitu \times \bfitd )

\bigr) 
 - \kappa 

\bigl\langle 
\bfitd \times (\bfitn \times \varepsilon I\bfitb \ast ), \varepsilon h\bfitu 

\bigr\rangle 
.

Now we can write  - \kappa I6 + I7 as

 - \kappa I6 + I7 =  - \kappa 
\bigl( 
\varepsilon I\bfitb \ast ,\nabla \times (\varepsilon h\bfitu \times \bfitd )

\bigr) 
+
\Bigl\langle 
\varepsilon h\bfitu , - m\varepsilon I\^\bfitu \ast  - \kappa \bfitd \times 

\Bigl( 
\bfitn \times \varepsilon I

(\^\bfitb 
\ast 
)t

\Bigr) \Bigr\rangle 
.

For the first term, as in the estimate of I4, it suffices to estimate\bigl( 
\varepsilon I\bfitb \ast , \varepsilon h\bfitu (\nabla \cdot \bfitd ) - 

\bigl( 
\varepsilon h\bfitu \cdot \nabla 

\bigr) 
\bfitd 
\bigr) 
and

\bigl( 
\varepsilon I\bfitb \ast , ((\bfitd  - \BbbP 0\bfitd ) \cdot \nabla ) \varepsilon h\bfitu  - (\bfitd  - \BbbP 0\bfitd )

\bigl( 
\nabla \cdot \varepsilon h\bfitu 

\bigr) \bigr) 
.

Invoking H\"older's inequality and an inverse estimate, we can bound the upper bounds
of the first term as\bigm\| \bigm\| \varepsilon I\bfitb \ast 

\bigm\| \bigm\| 
0
\| \bfitd \| W 1,\infty 

\bigm\| \bigm\| \varepsilon h\bfitu \bigm\| \bigm\| 0 \lesssim h \| \bfitd \| W 1,\infty 

\bigm\| \bigm\| \varepsilon h\bfitu \bigm\| \bigm\| 0 \| \bfittheta ,\bfitsigma \| 0 .
For the second term, we first observe that\Bigl\langle 

\varepsilon h\bfitu , - m\varepsilon I\^\bfitu \ast  - \kappa \bfitd \times 
\Bigl( 
\bfitn \times \varepsilon I

(\^\bfitb 
\ast 
)t

\Bigr) \Bigr\rangle 
=

\Bigl\langle 
\varepsilon h\bfitu , - (\bfitw  - \BbbP 0\bfitw ) \cdot \bfitn \varepsilon I\^\bfitu \ast  - \kappa (\bfitd  - \BbbP 0\bfitd )\times 

\Bigl( 
\bfitn \times \varepsilon I

(\^\bfitb 
\ast 
)t

\Bigr) \Bigr\rangle 
.

By the H\"older inequality,\bigm| \bigm| \bigm| \Bigl\langle \varepsilon h\bfitu , - m\varepsilon I\^\bfitu \ast  - \kappa \bfitd \times 
\Bigl( 
\bfitn \times \varepsilon I

(\^\bfitb 
\ast 
)t

\Bigr) \Bigr\rangle \bigm| \bigm| \bigm| \leq \bigm\| \bigm\| \varepsilon h\bfitu \bigm\| \bigm\| \partial \Omega h

\Bigl( 
\| \bfitw  - \BbbP 0\bfitw \| L\infty (\partial \Omega h)

\| \bfitu \ast  - \BbbP 1\bfitu 
\ast \| \partial \Omega h

+ \kappa \| (\bfitd  - \BbbP 0\bfitd )\| L\infty (\partial \Omega h)
\| \bfitb \ast  - \BbbP 0\bfitb 

\ast \| \partial \Omega h

\Bigr) 
,
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AN HDG METHOD FOR MHD 1711

where we used the fact that \Pi \ast \^\bfitb \ast and \Pi \ast \^\bfitu \ast are the best approximations on \partial \Omega h. By
Lemma A.2, this is estimated by

\bigl( 
h\kappa \| \bfitd \| W 1,\infty + h2 \| \bfitw \| W 1,\infty 

\bigr) \bigm\| \bigm\| \varepsilon h\bfitu \bigm\| \bigm\| 0 \| \bfittheta ,\bfitsigma \| 0, so
|  - \kappa I6 + I7| \lesssim 

\bigl( 
h\kappa \| \bfitd \| W 1,\infty + h2 \| \bfitw \| W 1,\infty 

\bigr) \bigm\| \bigm\| \varepsilon h\bfitu \bigm\| \bigm\| 0 \| \bfittheta ,\bfitsigma \| 0 .(4.20)

Estimation for I3, I8, and I9. Integrating I3 by parts (see (3.6)) gives

\kappa I3 = \kappa 
\bigl( 
\varepsilon I\bfitu \ast ,\bfitd \times 

\bigl( 
\nabla \times \varepsilon h\bfitb 

\bigr) \bigr) 
+ \kappa 

\bigl\langle 
\bfitn \times 

\bigl( 
\varepsilon I\bfitu \ast \times \bfitd 

\bigr) 
, \varepsilon h\bfitb 

\bigr\rangle 
.

Some algebraic manipulations give

\kappa I3 + I8 + I9 = \kappa 
\bigl( 
\varepsilon I\bfitu \ast ,\bfitd \times 

\bigl( 
\nabla \times \varepsilon h\bfitb 

\bigr) \bigr) 
+

\bigl\langle 
\varepsilon h\bfitb t , \kappa \bfitn \times (\varepsilon I\^\bfitu \ast \times \bfitd )

\bigr\rangle 
+

\biggl\langle 
\varepsilon h\^\bfitb t  - \varepsilon h\bfitb t ,

1

2
\kappa \bfitn \times ((\varepsilon I\^\bfitu \ast  - \varepsilon I\bfitu \ast )\times \bfitd ) - \bfitn \times \varepsilon I\bfitJ \ast  - \alpha 2\varepsilon 

I
(\bfitb \ast )t

\biggr\rangle 
.

The first term is easily estimated by

| 
\bigl( 
\varepsilon I\bfitu \ast ,\bfitd \times 

\bigl( 
\nabla \times \varepsilon h\bfitb 

\bigr) \bigr) 
| = | 

\bigl( 
\varepsilon I\bfitu \ast , (\bfitd  - \BbbP 0\bfitd )\times 

\bigl( 
\nabla \times \varepsilon h\bfitb 

\bigr) \bigr) 
| 

\lesssim h \| \bfitd \| W 1,\infty 

\bigm\| \bigm\| \varepsilon h\bfitb \bigm\| \bigm\| 0 \| \bfittheta ,\bfitsigma \| 0 .
For the second term, we have\bigm| \bigm| \bigl\langle \varepsilon h\bfitb t , \kappa \bfitn \times (\varepsilon I\^\bfitu \ast \times \bfitd )

\bigr\rangle \bigm| \bigm| \leq \kappa 
\bigm\| \bigm\| \varepsilon h\bfitb t

\bigm\| \bigm\| 
\partial \Omega h

\| \bfitu \ast  - \BbbP k\bfitu 
\ast \| \partial \Omega h

\| \bfitd  - \BbbP 0\bfitd \| L\infty (\partial \Omega h)

\lesssim h2\kappa \| \bfitd \| W 1,\infty 

\bigm\| \bigm\| \varepsilon h\bfitb \bigm\| \bigm\| 0 \| \bfittheta ,\bfitsigma \| 0 ,
where we used Lemma A.2 and the discrete trace inequality. Using the Cauchy--
Schwarz inequality, (B.6), and Lemma A.2, the third term is bounded by

h
1
2 (\kappa \| \bfitd \| L\infty + \alpha 2 + 1)

\bigm\| \bigm\| \bigm\| \varepsilon h\^\bfitb t  - \varepsilon h\bfitb t

\bigm\| \bigm\| \bigm\| 
\partial \Omega h

\| \bfitsigma ,\bfittheta \| 0 .

Combining the above estimates, we conclude that

(4.21) | \kappa I3 + I8 + I9| \lesssim 
\biggl( 
h\kappa \| \bfitd \| W 1,\infty 

\bigm\| \bigm\| \varepsilon h\bfitb \bigm\| \bigm\| 0
+ h

1
2 (\kappa \| \bfitd \| L\infty + \alpha 2 + 1)

\bigm\| \bigm\| \bigm\| \varepsilon h\^\bfitb t  - \varepsilon h\bfitb t

\bigm\| \bigm\| \bigm\| 
\partial \Omega h

\biggr) 
\| \bfitsigma ,\bfittheta \| 0 .

Estimation for I10. Using the approximation capability of the projector \Pi (see
Appendix B) we have\bigm| \bigm| \bigm| \bigm| \biggl\langle \bfitn \times \varepsilon I\bfitJ  - 1

2
\kappa \bfitn \times ((\varepsilon I\bfitu + \varepsilon I\^\bfitu )\times \bfitd ) + \alpha 2\varepsilon 

I
\bfitb t ,\Pi \ast \bfitb \ast  - \BbbP e\bfitb 

\ast 
\biggr\rangle \bigm| \bigm| \bigm| \bigm| (4.22)

\lesssim h
1
2

\Bigl( \bigm\| \bigm\| \varepsilon I\bfitJ \bigm\| \bigm\| \partial \Omega h
+ \kappa \| \bfitd \| L\infty 

\bigm\| \bigm\| \varepsilon I\bfitu \bigm\| \bigm\| \partial \Omega h
+ \alpha 2

\bigm\| \bigm\| \varepsilon I\bfitb \bigm\| \bigm\| \partial \Omega h

\Bigr) 
\| \bfittheta ,\bfitsigma \| 0 .

At this point we are ready to estimate the approximation errors for \bfitL , \bfitJ , \bfitu , and
\bfitb . For readability, let us absorb \alpha 1, \alpha 2, \alpha 3, Re, Rm, \kappa , and the norms on \bfitd and \bfitw 
into the implicit constants. Note that the error estimates stated in the theorem below
are optimal for \bfitu and \bfitb , and suboptimal for \bfitL , p, \bfitH , and r. The results in section
5 indicate that it is possible for numerical results to exceed the suboptimal estimates
proven in this work.
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1712 LEE, SHANNON, BUI-THANH, AND SHADID

Theorem 4.5. Suppose that \alpha 1  - 1
2 \| \bfitw \| L\infty , \alpha 2, and \alpha 3 are positive constants

independent of h, Re, Rm, \kappa , \bfitd , and \bfitw , and suppose that h is sufficiently small, i.e.,

h \leq C \ll 1,(4.23)

with C depending on the coefficients in estimates (4.20) and (4.21). Then it holds
that

Eh \lesssim hk+
1
2 \| \bfitL ,\bfitJ ,\bfitu , \bfitb , p, r\| k+1 ,(4.24)

and the following error estimates hold:

\| \bfitL  - \bfitL h,\bfitJ  - \bfitJ h\| 0 \lesssim hk+
1
2 \| \bfitL ,\bfitJ ,\bfitu , \bfitb , p, r\| k+1 ,(4.25)

\| \bfitb  - \bfitb h,\bfitu  - \bfitu h\| 0 \lesssim hk+1 \| \bfitL ,\bfitJ ,\bfitu , \bfitb , p, r\| k+1 .(4.26)

Proof. We proceed by taking \bfittheta = \varepsilon h\bfitu , \bfitsigma = \varepsilon h\bfitb in (4.12). If we use (4.15), the
estimates (4.16)--(4.22), and Young's inequality, we can obtain\bigm\| \bigm\| \varepsilon h\bfitb , \varepsilon h\bfitu \bigm\| \bigm\| 0 \lesssim 

\bigm\| \bigm\| \varepsilon I\bfitb \bigm\| \bigm\| 0 + h
\bigm\| \bigm\| \varepsilon I\bfitL , \varepsilon h\bfitL , \varepsilon I\bfitu , \varepsilon h\bfitu , \varepsilon h\bfitb \bigm\| \bigm\| 0 + h

1
2

\bigm\| \bigm\| \bigm\| \varepsilon I\bfitJ , \varepsilon I\bfitu , \varepsilon I\bfitb , \varepsilon h\^\bfitb t  - \varepsilon h\bfitb t

\bigm\| \bigm\| \bigm\| 
\partial \Omega h

,(4.27)

which can be further simplified to\bigm\| \bigm\| \varepsilon h\bfitb , \varepsilon h\bfitu \bigm\| \bigm\| 0 \lesssim 
\bigm\| \bigm\| \varepsilon I\bfitb \bigm\| \bigm\| 0 + h

\bigm\| \bigm\| \varepsilon I\bfitL , \varepsilon h\bfitL , \varepsilon I\bfitu \bigm\| \bigm\| 0 + h
1
2

\bigm\| \bigm\| \bigm\| \varepsilon I\bfitJ , \varepsilon I\bfitu , \varepsilon I\bfitb , \varepsilon h\^\bfitb t  - \varepsilon h\bfitb t

\bigm\| \bigm\| \bigm\| 
\partial \Omega h

(4.28)

if the constants that multiply
\bigm\| \bigm\| \varepsilon h\bfitu \bigm\| \bigm\| 0 and

\bigm\| \bigm\| \varepsilon h\bfitb \bigm\| \bigm\| 0 in (4.20) and (4.21) are sufficiently
small, which is true given the assumptions we have made in the statement of this
theorem. The approximation error terms on the right-hand side of (4.28) (i.e., terms
with superscript h) are bounded by Eh (see the definition of Eh in (4.9)). This implies\bigm\| \bigm\| \varepsilon h\bfitb , \varepsilon h\bfitu \bigm\| \bigm\| 0 \lesssim 

\bigm\| \bigm\| \varepsilon I\bfitb \bigm\| \bigm\| 0 + h
\bigm\| \bigm\| \varepsilon I\bfitL , \varepsilon I\bfitu \bigm\| \bigm\| 0 + h

1
2

\bigm\| \bigm\| \varepsilon I\bfitJ , \varepsilon I\bfitu , \varepsilon I\bfitb \bigm\| \bigm\| \partial \Omega h
+ h

1
2Eh.(4.29)

Applying Young's inequality to the right-hand side of (4.11) for
\bigm\| \bigm\| \varepsilon h\bfitu \bigm\| \bigm\| 0, \bigm\| \bigm\| \varepsilon h\bfitb \bigm\| \bigm\| 0, and

using (4.29), we get

E2
h \lesssim 

\bigm\| \bigm\| \varepsilon I\bfitJ , \varepsilon I\bfitu , \varepsilon I\bfitb \bigm\| \bigm\| 2\partial \Omega h
+
\bigm\| \bigm\| \varepsilon I\bfitL , \varepsilon I\bfitu , \varepsilon I\bfitb \bigm\| \bigm\| 20 .

Then (4.24) follows from the approximation properties of \varepsilon I\bfitJ , \varepsilon 
I
\bfitu , \varepsilon 

I
\bfitb , \varepsilon 

I
\bfitL with the trace

inequality Lemma A.2 discussed in Appendices B and A, respectively. Further, it
gives\bigm\| \bigm\| \varepsilon h\bfitL , \varepsilon h\bfitJ \bigm\| \bigm\| 0 + \bigm\| \bigm\| \bigm\| \varepsilon h\bfitu  - \varepsilon h\^\bfitu , \varepsilon 

h
\bfitb t  - \varepsilon h\^\bfitb t , \varepsilon hr  - \varepsilon h\^r

\bigm\| \bigm\| \bigm\| 
\partial \Omega h

\lesssim Eh \lesssim hk+
1
2 \| \bfitL ,\bfitJ ,\bfitu , \bfitb , p, r\| k+1 ,

where the first inequality is from the definition of Eh in (4.2). Then (4.25) follows
from the triangle inequality. Finally, the above estimate, with (4.29), and the triangle
inequality give (4.26).

What remains is to estimate
\bigm\| \bigm\| \varepsilon hp\bigm\| \bigm\| 0 and

\bigm\| \bigm\| \varepsilon hr\bigm\| \bigm\| 0.
Theorem 4.6. There holds\bigm\| \bigm\| \varepsilon hp\bigm\| \bigm\| 0 \lesssim 

\bigm\| \bigm\| \varepsilon h\bfitL , \varepsilon h\bfitu , \varepsilon h\bfitb , \varepsilon I\bfitb \bigm\| \bigm\| 0 + h
1
2Eh \lesssim hk+

1
2 \| \bfitL ,\bfitJ ,\bfitu , \bfitb , p, r\| k+1 , k \geq 0.
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AN HDG METHOD FOR MHD 1713

Proof. Let \~\Pi :
\bigl[ 
H1(\Omega )

\bigr] d \rightarrow [\scrP k(\Omega h)]
d
be defined by (see [10, Lemma 4.1])\Bigl( 

\~\Pi \bfitvargamma  - \bfitvargamma ,\bfitv 
\Bigr) 
K

= 0, \bfitv \in [\scrP k - 1(K)]
d
,\Bigl\langle 

(\~\Pi \bfitvargamma  - \bfitvargamma ) \cdot \bfitn ,\bfitmu \cdot \bfitn 
\Bigr\rangle 
\partial K

= 0, \bfitmu \in 
\bigl[ 
\scrP \bot 
k (K)

\bigr] d
,

for \bfitvargamma \in 
\bigl[ 
H1(\Omega )

\bigr] d
and K \in \Omega h, where \scrP \bot 

k (K) is the subspace of \scrP k(K) which is
orthogonal to \scrP k - 1(K) in L2(K).

Since \Pi p is the L2-projection, we have
\bigl( 
\varepsilon hp , 1

\bigr) 
=  - (\varepsilon Ip, 1) = 0 from (3.10). It is

known [16] that there exists \bfitvargamma \in 
\bigl[ 
H1

0 (\Omega )
\bigr] d

such that \nabla \cdot \bfitvargamma = \varepsilon hp , \| \bfitvargamma \| 1 \lesssim 
\bigm\| \bigm\| \varepsilon hp\bigm\| \bigm\| 0. Then\bigm\| \bigm\| \varepsilon hp\bigm\| \bigm\| 20 =

\bigl( 
\varepsilon hp ,\nabla \cdot \bfitvargamma 

\bigr) 
=  - 

\bigl( 
\nabla \varepsilon hp ,\bfitvargamma 

\bigr) 
+
\bigl\langle 
\varepsilon hp ,\bfitvargamma \cdot \bfitn 

\bigr\rangle 
(4.30)

=  - 
\Bigl( 
\nabla \varepsilon hp , \~\Pi \bfitvargamma 

\Bigr) 
+

\bigl\langle 
\varepsilon hp ,\bfitvargamma \cdot \bfitn 

\bigr\rangle 
=

\Bigl( 
\varepsilon hp ,\nabla \cdot \~\Pi \bfitvargamma 

\Bigr) 
+

\Bigl\langle 
\varepsilon hp\bfitn ,\bfitvargamma  - \~\Pi \bfitvargamma 

\Bigr\rangle 
,

where we used integration by parts twice and used the definition \~\Pi . Since the exact
solution (\bfitL , p,\bfitu , \bfitb ) and its trace also satisfy the HDG local (sub)equation (3.7b), we
can add and subtract the corresponding projections in (B.1) to obtain\Bigl( 

\varepsilon hp ,\nabla \cdot \~\Pi \bfitvargamma 
\Bigr) 
=

\Bigl( 
\varepsilon h\bfitL ,\nabla \~\Pi \bfitvargamma 

\Bigr) 
 - 
\Bigl( 
\varepsilon h\bfitu , (\bfitw \cdot \nabla )\~\Pi \bfitvargamma 

\Bigr) 
+ \kappa 

\Bigl( 
\varepsilon h\bfitb ,\nabla \times 

\Bigl( 
\~\Pi \bfitvargamma \times \bfitd 

\Bigr) \Bigr) 
+

\biggl\langle 
m\varepsilon h\bfitu  - \varepsilon h\bfitL \bfitn + \varepsilon hp\bfitn +

1

2
\kappa \bfitd \times 

\Bigl( 
\bfitn \times 

\Bigl( 
\varepsilon h\bfitb t + \varepsilon h\^\bfitb t

\Bigr) \Bigr) 
+ \alpha 1

\bigl( 
\varepsilon h\bfitu  - \varepsilon h\^\bfitu 

\bigr) 
, \~\Pi \bfitvargamma 

\biggr\rangle 
(4.31)

+ \kappa 
\Bigl( 
\varepsilon I\bfitb ,\nabla \times 

\Bigl( 
\~\Pi \bfitvargamma \times \bfitd 

\Bigr) \Bigr) 
,

where we have taken \~\Pi \bfitvargamma as the test function in (3.7b). Combining (4.30) and (4.31)
yields\bigm\| \bigm\| \varepsilon hp\bigm\| \bigm\| 20 =

\Bigl( 
\varepsilon h\bfitL ,\nabla \~\Pi \bfitvargamma 

\Bigr) 
 - 
\Bigl( 
\varepsilon h\bfitu , (\bfitw \cdot \nabla )\~\Pi \bfitvargamma 

\Bigr) 
+ \kappa 

\Bigl( 
\varepsilon h\bfitb ,\nabla \times 

\Bigl( 
\~\Pi \bfitvargamma \times \bfitd 

\Bigr) \Bigr) 
+

\biggl\langle 
m\varepsilon h\bfitu  - \varepsilon h\bfitL \bfitn +

1

2
\kappa \bfitd \times 

\Bigl( 
\bfitn \times 

\Bigl( 
\varepsilon h\bfitb t + \varepsilon h\^\bfitb t

\Bigr) \Bigr) 
+ \alpha 1

\bigl( 
\varepsilon h\bfitu  - \varepsilon h\^\bfitu 

\bigr) 
, \~\Pi \bfitvargamma 

\biggr\rangle 
+ \kappa 

\Bigl( 
\varepsilon I\bfitb ,\nabla \times 

\Bigl( 
\~\Pi \bfitvargamma \times \bfitd 

\Bigr) \Bigr) 
+
\bigl\langle 
\varepsilon hp\bfitn ,\bfitvargamma 

\bigr\rangle 
,

which can be further simplified using the following two facts: first, integrating by parts
twice and using the definition of \~\Pi give (\varepsilon h\bfitL ,\nabla \~\Pi \bfitvargamma ) = (\varepsilon h\bfitL ,\nabla \bfitvargamma ) - \langle \varepsilon h\bfitL \bfitn ,\bfitvargamma \rangle +\langle \varepsilon h\bfitL \bfitn , \~\Pi \bfitvargamma \rangle ;
and second, combining the first equation in (3.8) and (B.1k) gives\bigl\langle 

 - \varepsilon h\bfitL \bfitn + \varepsilon hp\bfitn ,\bfitvargamma 
\bigr\rangle 
=

\bigl\langle 
 - \varepsilon h\bfitL \bfitn + \varepsilon hp\bfitn ,\BbbP e\bfitvargamma 

\bigr\rangle 
=  - 

\biggl\langle 
m\varepsilon h\bfitu +

1

2
\kappa \bfitd \times 

\Bigl( 
\bfitn \times 

\Bigl( 
\varepsilon h\bfitb t + \varepsilon h\^\bfitb t

\Bigr) \Bigr) 
+ \alpha 1

\bigl( 
\varepsilon h\bfitu  - \varepsilon h\^\bfitu 

\bigr) 
,\BbbP e\bfitvargamma 

\biggr\rangle 
.

In particular, we obtain\bigm\| \bigm\| \varepsilon hp\bigm\| \bigm\| 20 =
\bigl( 
\varepsilon h\bfitL ,\nabla \bfitvargamma 

\bigr) 
 - 
\Bigl( 
\varepsilon h\bfitu , (\bfitw \cdot \nabla )\~\Pi \bfitvargamma 

\Bigr) 
+ \kappa 

\Bigl( 
\varepsilon h\bfitb ,\nabla \times 

\Bigl( 
\~\Pi \bfitvargamma \times \bfitd 

\Bigr) \Bigr) 
+

\biggl\langle 
m\varepsilon h\bfitu +

1

2
\kappa \bfitd \times 

\Bigl( 
\bfitn \times 

\Bigl( 
\varepsilon h\bfitb t + \varepsilon h\^\bfitb t

\Bigr) \Bigr) 
+ \alpha 1

\bigl( 
\varepsilon h\bfitu  - \varepsilon h\^\bfitu 

\bigr) 
, \~\Pi \bfitvargamma  - \BbbP e\bfitvargamma 

\biggr\rangle 
+ \kappa 

\Bigl( 
\varepsilon I\bfitb ,\nabla \times 

\Bigl( 
\~\Pi \bfitvargamma \times \bfitd 

\Bigr) \Bigr) 
.
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1714 LEE, SHANNON, BUI-THANH, AND SHADID

By the triangle and H\"older inequalities,

\bigm\| \bigm\| \varepsilon hp\bigm\| \bigm\| 20 \lesssim 
\bigm\| \bigm\| \varepsilon h\bfitL \bigm\| \bigm\| 0 \| \nabla \bfitvargamma \| 0 + \| \bfitw \| L\infty 

\bigm\| \bigm\| \varepsilon h\bfitu \bigm\| \bigm\| 0 \bigm\| \bigm\| \bigm\| \nabla \~\Pi \bfitvargamma 
\bigm\| \bigm\| \bigm\| 
0
+ \kappa \| \bfitd \| W 1,\infty 

\bigm\| \bigm\| \varepsilon h\bfitb , \varepsilon I\bfitb \bigm\| \bigm\| 0 \bigm\| \bigm\| \bigm\| \nabla \~\Pi \bfitvargamma 
\bigm\| \bigm\| \bigm\| 
0

+

\biggl( 
\| \bfitw \| L\infty 

\bigm\| \bigm\| \varepsilon h\bfitu \bigm\| \bigm\| \partial \Omega h
+ \kappa \| \bfitd \| L\infty 

\bigm\| \bigm\| \bigm\| \varepsilon h\bfitb t , \varepsilon h\bfitb t  - \varepsilon h\^\bfitb t

\bigm\| \bigm\| \bigm\| 
\partial \Omega h

+ \alpha 1

\bigm\| \bigm\| \varepsilon h\bfitu  - \varepsilon h\^\bfitu 
\bigm\| \bigm\| 
\partial \Omega h

\biggr) \bigm\| \bigm\| \bigm\| \~\Pi \bfitvargamma  - \BbbP e\bfitvargamma 
\bigm\| \bigm\| \bigm\| 
\partial \Omega h

\lesssim 
\Bigl( \bigm\| \bigm\| \varepsilon h\bfitL , \varepsilon h\bfitu , \varepsilon h\bfitb , \varepsilon I\bfitb \bigm\| \bigm\| 0 + h

1
2Eh

\Bigr) \bigm\| \bigm\| \varepsilon hp\bigm\| \bigm\| 0 ,
where we have used Lemma A.3, the approximation capability of both \~\Pi and the
L2-projection, the definition of Eh in (4.2), and the property of \bfitvargamma , and we absorb all
mesh independent parameters into the implicit constant in the final inequality. As a
consequence, we have

\bigm\| \bigm\| \varepsilon hp\bigm\| \bigm\| 0 \lesssim 
\bigm\| \bigm\| \varepsilon h\bfitL , \varepsilon h\bfitu , \varepsilon h\bfitb , \varepsilon I\bfitb \bigm\| \bigm\| 0 + h

1
2Eh. Then the conclusion follows

from the triangle inequality and the estimates of
\bigm\| \bigm\| \varepsilon h\bfitL , \varepsilon h\bfitu , \varepsilon h\bfitb , \varepsilon I\bfitb \bigm\| \bigm\| 0 and Eh.

To obtain an analogous result for
\bigm\| \bigm\| \varepsilon hr\bigm\| \bigm\| 0, we need the following result.

Lemma 4.7. There exists
\bigl[ 
\bfitvargamma \in H1(\Omega )

\bigr] d
such that \nabla \cdot \bfitvargamma = \varepsilon hr , \bfitn \times \bfitvargamma = 0 on \partial \Omega ,

and \| \bfitvargamma \| 1 \lesssim 
\bigm\| \bigm\| \varepsilon hr\bigm\| \bigm\| 0.

Proof. We omit the proof and refer the reader to [22].

Theorem 4.8. There holds

\| r  - rh\| 0 \lesssim 
\bigm\| \bigm\| \varepsilon h\bfitJ , \varepsilon I\bfitu , \varepsilon h\bfitu \bigm\| \bigm\| 0 + h

1
2Eh \lesssim hk+

1
2 \| \bfitL ,\bfitJ ,\bfitu , \bfitb , p, r\| k+1 , k \geq 0.

Proof. The proof is similar to the estimate of \| p - ph\| 0, so we refer the reader to
[22] for details.

5. Numerical results. In this section we start with numerical results of the
proposed HDG scheme for 2D MHD problems on simplicial meshes. The first exam-
ple is Hartmann flow, whose analytical solution is known. The second example is a
manufactured solution on a nonconvex domain to demonstrate that our HDG methods
have good approximation capability, though the elliptic regularity assumption does
not hold on nonconvex domains. We also consider a problem with a low regularity
solution to demonstrate the benefit of high order methods. For 3D problems, hexahe-
dral meshes with tensor product polynomial spaces can be more advantageous from a
large-scale computational point of view. Though our analysis is not applicable in this
case, the proposed HDG discretization is still valid, and we close the section with a
3D example on a hexahedral mesh.

5.1. Hartmann flow. In this numerical study, we consider a conducting incom-
pressible fluid (liquid metal, for example) in a domain [ - \infty ,\infty ]\times [ - l0, l0]\times [ - \infty ,\infty ]
(bounded by infinite parallel plates in the x2 direction [19, 29]). The fluid is subject
to a uniform pressure gradient G :=  - \partial p

\partial x1
in the x1 direction, and a uniform external

magnetic field b0 in the x2 direction. If we consider no-slip boundary conditions on
the x2 boundaries, the resulting flow pattern is known as Hartmann flow, which ad-
mits an analytical solution that is 1D in nature. We assume that the infinite parallel
plates are perfectly insulating. Here, we consider the Hartmann flow in a 2D domain
\Omega = [0, 0.025]\times [ - 1, 1]. If we define the characteristic velocity as u0 :=

\sqrt{} 
Gl0/\rho and

consider the driving pressure gradient G as a forcing term (incorporated in \bfitg ), the
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AN HDG METHOD FOR MHD 1715

Fig. 1. Hartmann flow problem: L2 convergence.

nondimensionalized solution with \bfitg = (1, 0), \bfitf = (0, 0) reads

\bfitu =

\biggl( 
Re

Ha tanh(Ha)

\biggl[ 
1 - cosh(Hax2)

cosh(Ha)

\biggr] 
, 0

\biggr) 
, p =  - 1

2\kappa 

\biggl[ 
sinh(Hax2)

sinh(Ha)
 - x2

\biggr] 2
 - p0,

\bfitb =

\biggl( 
1

\kappa 

\biggl[ 
sinh(Hax2)

sinh(Ha)
 - x2

\biggr] 
, 1

\biggr) 
, r = 0,

where Ha :=
\surd 
\kappa ReRm, and p0 is a constant to enforce the zero mean-value condition

to p. We set \bfitw = \bfitu and \bfitd = \bfitb , and we enforce the boundary conditions on \partial \Omega using
the exact solution, i.e., \bfitu D = \bfitu , \bfith D = \bfitb t, and rD = 0.

At refinement level l, the domain is divided into l\times 80l squares, each of which is
divided into two triangles from top right to bottom left. Figure 1 shows the conver-
gence plots with Re = Rm = 7.07 and \kappa = 200. The convergence rates for \bfitL h, \bfitu h,
ph, \bfitJ h, \bfitb h, and rh are observed to be approximately k+ 1

2 , k+1, k+ 1
2 , k+1, k+1,

and k + 1, respectively. These observed rates approximately match or exceed their
respective theoretical rates of k+ 1

2 , k+1, k+ 1
2 , k+

1
2 , k+1, and k+ 1

2 , which were
proven in section 4.

5.2. Nonconvex domain. This example illustrates the convergence of the HDG
scheme applied to a problem posed on the nonconvex domain \Omega =( - 1,1)\times ( - 1,1)\setminus [0, 1)\times 
( - 1, 0] (similar to section 5.1.1 in [19]). We take Re = Rm = \kappa = 1, \bfitw = (2, 1), and
\bfitd = (x1, - x2). We set \bfitg and \bfitf such that the manufactured solution for (3.1) is

\bfitu = ( - [x2 cos(x2) + sin(x2)] e
x1 , x2 sin(x2)e

x1) , p = 2ex1 sin(x2) - p0,

\bfitb = ( - [x2 cos(x2) + sin(x2)] e
x1 , x2 sin(x2)e

x1) , r =  - sin(\pi x1) sin(\pi x2),

where p0 is the constant chosen to enforce (p, 1)\Omega = 0. We use the exact solution to
enforce the boundary conditions \partial \Omega , i.e., \bfitu D = \bfitu , \bfith D = \bfitb t, and rD = r.

At refinement level l, each quadrant of the domain is subdivided into l\times l squares,
each of which is divided into two triangles from top right to bottom left. Figure 2
shows the convergence plots. For this problem, we observe the optimal convergence
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1716 LEE, SHANNON, BUI-THANH, AND SHADID

Fig. 2. Nonconvex domain (L-shaped) problem: L2 convergence.

rates of k+ 1 for all of the local variables, which match or exceed the rates proven in
section 4.

5.3. Singular solution. Although we do not discuss the implications of singular
solutions on the theoretical convergence rates of the HDG scheme, applying the scheme
to such a problem is instructive in assessing its robustness. This example illustrates
the convergence of the HDG scheme using a manufactured solution with a singularity
(similar to the example in section 5.2 of [19]). In particular, we consider the same
nonconvex domain and mesh refinement as in the previous example. We take Re =
Rm = \kappa = 1, \bfitw = 0, and \bfitd = ( - 1, 1). We choose \bfitg and \bfitf such that the analytical
solution of (3.1) has the form

\bfitu =

\biggl( 
\rho \lambda [(1 + \lambda ) sin(\phi )\psi (\phi ) + cos(\phi )\psi \prime (\phi )] ,
\rho \lambda [ - (1 + \lambda ) cos(\phi )\psi (\phi ) + sin(\phi )\psi \prime (\phi )]

\biggr) 
, \bfitb = \nabla 

\biggl( 
\rho 2/3 sin

\biggl( 
2\phi 

3

\biggr) \biggr) 
,

p =  - \rho \lambda  - 1 (1 + \lambda )2\psi \prime (\phi ) + \psi \prime \prime \prime (\phi )

1 - \lambda 
, r = 0,

\psi (\phi ) = cos

\biggl( 
3\pi \lambda 

2

\biggr) \biggl[ 
sin((1 + \lambda )\phi )

1 + \lambda 
 - sin((1 - \lambda )\phi )

1 - \lambda 

\biggr] 
 - cos((1 + \lambda )\phi ) + cos((1 - \lambda )\phi ),

where \lambda \approx 0.54448373678246. On \partial \Omega we use the exact solution to set the boundary
condition, i.e., \bfitu D = \bfitu , \bfith D = \bfitb t, and rD = r. For this problem, it is known that

\bfitu \in 
\bigl[ 
H1+\lambda (\Omega )

\bigr] 2
, p \in H\lambda (\Omega ), and \bfitb \in 

\bigl[ 
H2/3(\Omega )

\bigr] 2
, and that the solution contains

magnetic and hydrodynamic singularities that are among the strongest singularities
[19].

Convergence results for this problem are shown in Figure 3. For the fluid vari-
ables \bfitL h, \bfitu h, and ph, we observe convergence rates of approximately \lambda , 2\lambda , and \lambda ,
respectively. For the magnetic variables \bfitJ h, \bfitb h, and rh, we observe convergence rates
of approximately 1/2, 2/3, and 1/3, respectively.

5.4. 3D numerical experiments on structured hexahedral meshes. We
now apply our HDG method with tensor product polynomial spaces to a 3D problem
on structured hexahedral meshes. Note that our theoretical analysis is not valid for
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AN HDG METHOD FOR MHD 1717

Fig. 3. Singular solution problem: L2 convergence.

this case. We set \Omega = [0, 1]3, \bfitw = (1, 2, - 4), \bfitd = ( - 3, 1, 5) and choose the forcing
function such that the exact solution is given by

\bfitu = \bfitb =

\left(  sin(2\pi x1) sin(2\pi x2) sin(2\pi x3)
sin(2\pi x1) cos(2\pi x2) cos(2\pi x3)
cos(2\pi (x1  - x3)) sin(2\pi x2)

\right)  ,

p = e(x1 - 1
2 )

2
+(x2 - 1

2 )
2
+(x3 - 1

2 )
2

 - \pi 
3
2 erf

\biggl( 
1

2

\biggr) 3

, r = 0.

We use Dirichlet boundary conditions on \partial \Omega for \bfitu , r, and for the tangential compo-
nents of \bfitb .

Figure 4 shows the convergence of all quantities as the mesh is refined. As can be
seen, p and r converge optimally with a rate of (k+ 1), while the convergence rate of
\bfitu is suboptimal by a half order. For \bfitL , \bfitJ , and \bfitb , the convergence rate is, however,
suboptimal by almost one order. This example clearly shows that rigorous results for
simplicial meshes may not be extended to quadrilateral and hexahedral meshes.

6. Conclusions. In this paper we proposed an HDG method for a linearization
of the incompressible resistive MHD equations and carried out the a priori error anal-
ysis. Problems with both smooth and singular solutions are presented to examine
the performance of the proposed HDG method. For problems with smooth solutions,
the numerical convergence rates agree with the theoretical predictions. For singular
solutions, the numerical results show that a high order method is still beneficial in
terms of accuracy, though the convergence rate is limited by the regularity of the so-
lution. For hexahedral meshes, for which our analysis is not applicable, the numerical
results indicate that the convergence rate can be suboptimal by one order. Ongoing
work includes 3D computation on parallel computers for large-scale problems, and
extensions of our HDG method to nonlinear time-dependent MHD equations.

Appendix A. Auxiliary results. In this appendix we collect some technical
results that are useful for our analysis.

D
ow

nl
oa

de
d 

05
/0

8/
24

 to
 1

28
.6

2.
21

6.
51

 . 
R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.s

ia
m

.o
rg

/te
rm

s-
pr

iv
ac

y



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

1718 LEE, SHANNON, BUI-THANH, AND SHADID

Fig. 4. 3D problem with structured hexahedral mesh: L2 convergence.

Lemma A.1 (inverse inequality [25, Lemma 1.44]). For v \in \scrP k(K) with K \in \Omega h,
there exists C > 0 independent of h such that \| \nabla v\| 0,K \leq Ch - 1

K \| v\| 0,K .

Lemma A.2 (trace inequality [25, Lemma 1.49]). For v \in H1(\Omega h) and for K \in 
\Omega h with e \subset \partial K, there exists C > 0 independent of h such that

\| v\| 20,e \leq C
\Bigl( 
\| \nabla v\| 0,K + h - 1

K \| v\| 0,K
\Bigr) 
\| v\| 0,K .

Applying the arithmetic-geometric mean inequality to the right-hand side, we can
derive

\| v\| 0,e \lesssim 
\Bigl( 
h

1
2

k \| \nabla v\| 0,K + h
 - 1

2

K \| v\| 0,K
\Bigr) 
.(A.1)

If v \in H1(\Omega h) is in piecewise polynomial spaces, we can derive the following inequality
from Lemma A.2 and the inverse inequality (Lemma A.1):

\| v\| 0,e \lesssim h
 - 1

2

K \| v\| 0,K .(A.2)

Lemma A.3. Suppose that \Pi : H1(K) \rightarrow \scrP k(K) is a bounded interpolation which
is a projection on \scrP k(K). Then \| \nabla \Pi \bfitv \| 0,K \lesssim \| \bfitv \| 1,K .

Proof. See [22] for the proof.

Appendix B. Definition of projections and their properties. In this sec-
tion we use \scrP k, \bfscrP k, \~\bfscrP k for spaces of scalar, d-dimensional vector, d\times d matrix-valued

polynomials. By \scrP \bot 
k , \bfscrP \bot 

k ,
\~\bfscrP \bot 
k we denote the spaces of polynomials of order at most k

orthogonal to all polynomials of order at most (k  - 1). \bfscrP t
k(e) contains the tangential

component of all polynomials in \bfscrP k(e). We desire to have error equations conform to
the original equations to facilitate the error analysis. To begin, we define a collective

interpolation operator \Pi (\bfitL ,\bfitu , p,\bfitJ , \bfitb , r, \^\bfitu , \^\bfitb 
t
, \^r) implicitly through the interpolation

errors \varepsilon I\bfitu = \bfitu  - \Pi \bfitu , \varepsilon I\bfitb = \bfitb  - \Pi \bfitb , etc., where \Pi \bfitu , \Pi \bfitb , etc., are components of the col-
lective interpolator \Pi on \bfitu , \bfitb , etc. Specifically, the collective interpolation operator
is defined by the following:
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AN HDG METHOD FOR MHD 1719

\bullet L2-projections on e \in \scrE h or on K \in \Omega h are defined as\bigl\langle 
\varepsilon I\^r , \gamma 

\bigr\rangle 
e
= 0, \gamma \in \scrP k (e) ,(B.1a) \bigl\langle 

\varepsilon I\^\bfitu ,\bfitmu 
\bigr\rangle 
e
= 0, \bfitmu \in \bfscrP k (e),(B.1b) \Bigl\langle 

\varepsilon I\^\bfitb t ,\bfitlambda 
t
\Bigr\rangle 
e
= 0, \bfitlambda t \in \bfscrP t

k (e),(B.1c) \bigl( 
\varepsilon I\bfitJ ,\bfitH 

\bigr) 
K

= 0, \bfitH \in [\scrP k (K)]
\~d
,(B.1d) \bigl( 

\varepsilon Ip, q
\bigr) 
K

= 0, q \in \scrP k (K) .(B.1e)

\bullet On each K \in \Omega h and e \in \scrE h, e \subset \partial K, \Pi \bfitb and \Pi r are defined as

(\varepsilon I\bfitb , \bfitc )K = 0, \bfitc \in \bfscrP k - 1(K),(B.1f)

(\varepsilon Ir , s)K = 0, s \in \scrP k - 1(K),(B.1g) \bigl\langle 
\varepsilon I\bfitb \cdot \bfitn + \alpha 3\varepsilon 

I
r , \gamma 

\bigr\rangle 
e
= 0, \gamma \in \scrP k(e).(B.1h)

\bullet On each K \in \Omega h and e \in \scrE h, e \subset \partial K, \Pi \bfitL and \Pi \bfitu are defined as

 - 
\bigl( 
\varepsilon I\bfitL ,\bfitG 

\bigr) 
K
+
\bigl( 
\varepsilon I\bfitu \otimes \bfitw ,\bfitG 

\bigr) 
K

= 0, \bfitG \in \~\bfscrP k - 1 (K),(B.1i) \bigl( 
\varepsilon I\bfitu ,\bfitv 

\bigr) 
K

= 0, \bfitv \in \bfscrP k - 1 (K),(B.1j) \bigl\langle 
 - \varepsilon I\bfitL \bfitn + (m+ \alpha 1) \varepsilon 

I
\bfitu ,\bfitmu 

\bigr\rangle 
e

(B.1k)

=  - 
\biggl\langle 
\varepsilon Ip\bfitn +

1

2
\kappa \bfitd \times 

\Bigl( 
\bfitn \times 

\Bigl( 
\varepsilon I\bfitb t + \varepsilon I\^\bfitb t

\Bigr) \Bigr) 
,\bfitmu 

\biggr\rangle 
e

, \bfitmu \in \bfscrP k (e).

The well-definedness and optimality of the L2-projections are clear. The coupled
projector \Pi (\bfitb , r) := (\Pi \bfitb ,\Pi r) has been studied in [8], and in particular we have

\| \varepsilon I\bfitb \| 0,K \lesssim hk+1 \| \bfitb \| k+1,K + \alpha 3h
k+1 \| r\| k+1,K ,(B.2a)

\| \varepsilon Ir\| 0,K \lesssim \alpha  - 1
3 hk+1 \| \nabla \cdot \bfitb \| k,K + hk+1 \| r\| k+1,K ,(B.2b)

where, again, for simplicity we choose the same solution order k for all the unknowns.

Here, we assume that \bfitb and r are sufficiently smooth, that is, \bfitb \in 
\bigl[ 
Hk+1 (\Omega )

\bigr] d
and

r \in Hk+1 (\Omega ).

Lemma B.1 (estimation for \varepsilon I\bfitu ). Suppose \bfitu \in 
\bigl[ 
Hk+1 (\Omega )

\bigr] d
, \bfitL \in 

\bigl[ 
Hk+1 (\Omega )

\bigr] d\times d
,

r \in Hk+1 (\Omega ), \bfitb \in 
\bigl[ 
Hk+1 (\Omega )

\bigr] d
, and p \in Hk+1 (\Omega ). Then

\| \varepsilon I\bfitu \| 0 \lesssim C(\alpha 1,\bfitw )[(\alpha 1 + \| \bfitw \| L\infty + h \| \bfitw \| W 1,\infty )hk+1\| \bfitu \| k+1

+ hk+1\| \nabla \cdot \bfitL  - \nabla p\| k + \kappa hk+1\| \bfitd \| L\infty (\| \bfitb \| k+1 + \alpha 3\| r\| k+1)]

holds with C(\alpha 1,\bfitw ) = 1/(\alpha 1  - 1
2 \| \bfitw \| L\infty ).

Proof. See [22] for the proof.

Lemma B.2 (estimation for \varepsilon I\bfitL ). Suppose \bfitu \in 
\bigl[ 
Hk+1 (\Omega )

\bigr] d
, \bfitL \in 

\bigl[ 
Hk+1 (\Omega )

\bigr] d\times d
,

r \in Hk+1 (\Omega ) , \bfitb \in 
\bigl[ 
Hk+1 (\Omega )

\bigr] d
, and p \in Hk+1 (\Omega ). Furthermore, suppose the trace

of the tensor \bfitL vanishes, i.e., tr\bfitL = 0. There holds\bigm\| \bigm\| \varepsilon I\bfitL \bigm\| \bigm\| 0 \lesssim hk+1 \| p\| k+1 + hk+1 \| \bfitL \| k+1 + \kappa \| \bfitd \| L\infty 

\bigl( 
hk+1 \| \bfitb \| k+1 + \alpha 3h

k+1 \| r\| k+1

\bigr) 
+ (\alpha 1 + \| \bfitw \| L\infty + h \| \bfitw \| W 1,\infty )

\bigm\| \bigm\| \varepsilon I\bfitu \bigm\| \bigm\| 0 + (\alpha 1 + \| \bfitw \| L\infty )hk+1 \| \bfitu \| k+1 .
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Proof. See [22] for the proof.

We now define the adjoint projection \Pi \ast (\bfitL \ast ,\bfitu \ast , p\ast ,\bfitJ \ast , \bfitb \ast , r\ast , \^\bfitu \ast , (\^\bfitb 
\ast 
)t, \^r\ast ). As

in the splitting of errors with \Pi , we define \varepsilon I\sigma \ast = \sigma \ast  - \Pi \ast \sigma \ast for an adjoint unknown

\sigma \ast . We first define \Pi \ast \bfitJ \ast , \Pi \ast p\ast , \Pi \ast \^\bfitu \ast , \Pi \ast (\^\bfitb 
\ast 
)t, \Pi \ast \^r\ast as L2-projections into relevant

polynomial spaces, and define \Pi \ast \bfitb \ast , \Pi \ast r\ast to satisfy

(\varepsilon I\bfitb \ast , \bfitc )K = 0 \forall \bfitc \in \bfscrP k - 1(K),(B.3a)

(\varepsilon Ir\ast , s)K = 0 \forall s \in \scrP k - 1(K),(B.3b) \bigl\langle 
 - \varepsilon I\bfitb \ast \cdot \bfitn + \alpha 3\varepsilon 

I
r\ast , \gamma 

\bigr\rangle 
e
= 0 \forall \gamma \in \scrP k(e).(B.3c)

We then choose \Pi \ast \bfitL \ast , \Pi \ast \bfitu \ast to satisfy

(\varepsilon I\bfitL \ast ,\bfitG )K + (\varepsilon I\bfitu \ast \otimes \bfitw ,\bfitG )K = 0 \forall \bfitG \in \~\bfscrP k - 1(K),(B.4a)

(\varepsilon I\bfitu \ast ,\bfitv )K = 0 \forall \bfitv \in \bfscrP k - 1(K),(B.4b) \bigl\langle 
 - \varepsilon I\bfitL \ast \bfitn + \alpha 1\varepsilon 

I
\bfitu \ast ,\bfitmu 

\bigr\rangle 
e
= \langle \bfitg ,\bfitmu \rangle e \forall \bfitmu \in \bfscrP k(e),(B.4c)

where \bfitg = \varepsilon Ip\ast \bfitn  - 1
2\kappa \bfitd \times (\bfitn \times ( - (\varepsilon I\bfitb \ast )t + \varepsilon I

(\^\bfitb 
\ast 
)t
)).

Assuming that (\bfitL \ast ,\bfitu \ast , p\ast ,\bfitJ \ast , \bfitb \ast , r\ast , \^\bfitu \ast , (\^\bfitb 
\ast 
)t, \^r\ast ) are sufficiently regular, we can

show that the interpolation \Pi \ast is well-defined and provides optimal approximations.
Due to the similarity between (\Pi \bfitb ,\Pi r) and (\Pi \ast \bfitb \ast ,\Pi \ast r\ast ), we can conclude that

\bigm\| \bigm\| \varepsilon I\bfitb \ast 

\bigm\| \bigm\| 
0,K

\lesssim hk+1 \| \bfitb \ast \| k+1,K + \alpha 3h
k+1 \| r\ast \| k+1,K ,(B.5a) \bigm\| \bigm\| \varepsilon Ir\ast \bigm\| \bigm\| 0,K \lesssim \alpha  - 1

3 hk+1 \| \nabla \cdot \bfitb \ast \| k,K + hk+1 \| r\ast \| k+1,K .(B.5b)

It can also be shown that

\| \varepsilon I\bfitu \ast \| 0 \lesssim 

\biggl( 
\alpha 1  - 

1

2
\| \bfitw \| L\infty 

\biggr)  - 1 \bigl[ 
(\alpha 1 + h \| \bfitw \| W 1,\infty )hk+1\| \bfitu \ast \| k+1

+ hk+1\| \nabla \cdot \bfitL \ast +\nabla p\ast \| k + \kappa hk+1\| \bfitd \| L\infty (\| \bfitb \ast \| k+1 + \alpha 3\| r\ast \| k+1)
\bigr] 
,\bigm\| \bigm\| \varepsilon I\bfitL \ast 

\bigm\| \bigm\| 
0
\lesssim hk+1 \| p\ast \| k+1 + hk+1 \| \bfitL \ast \| k+1 + \kappa hk+1 \| \bfitd \| L\infty 

\bigl( 
\| \bfitb \ast \| k+1 + \alpha 3 \| r\ast \| k+1

\bigr) 
+ (\alpha 1 + h \| \bfitw \| W 1,\infty )

\bigm\| \bigm\| \varepsilon I\bfitu \ast 

\bigm\| \bigm\| 
0
+ \alpha 1h

k+1 \| \bfitu \ast \| k+1 ,

assuming tr\bfitL \ast = 0. The proofs are analogous to those for the \Pi projections. As a
consequence, from the elliptic regularity assumption (4.13), we have

max
\Bigl\{ \bigm\| \bigm\| \varepsilon I\bfitL \ast 

\bigm\| \bigm\| 
0
,
\bigm\| \bigm\| \varepsilon I\bfitu \ast 

\bigm\| \bigm\| 
0
,
\bigm\| \bigm\| \varepsilon Ip\ast 

\bigm\| \bigm\| 
0
,
\bigm\| \bigm\| \varepsilon I\bfitb \ast 

\bigm\| \bigm\| 
0
,
\bigm\| \bigm\| \varepsilon Ir\ast \bigm\| \bigm\| 0 \Bigr\} \lesssim h \| \bfitsigma ,\bfittheta \| 0 ,(B.6)

and the implicit constant is independent of h.
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