## Homework set 2 - CSE 383C / CS 383C / M 383E / ME 397, Fall 2019

P.G. Martinsson, UT-Austin, Sep. 2019

Hand in solutions to: $4.2,5.3,5.4,6.2,6.4,6.5$ from the book. Problems $1 \& 2$ below.

Suggested problems: 4.1, 4.4, 5.1, 5.2, 6.1 from the book. (Optional, do not hand in solutions.)

Problem 1: Suppose that $\mathbf{A} \in \mathbb{C}^{m \times n}$ is a given matrix. Prove that if $\mathbf{U}$ is an $m \times m$ unitary matrix and $\mathbf{V}$ is an $n \times n$ unitary matrix, then

$$
\|\mathbf{A}\|_{\mathrm{F}}=\|\mathbf{U A}\|_{\mathrm{F}}=\|\mathbf{A} \mathbf{V}\|_{\mathrm{F}}=\|\mathbf{U} \mathbf{A} \mathbf{V}\|_{\mathrm{F}}
$$

Problem 2: Suppose that $\mathbf{A} \in \mathbb{C}^{m \times n}$ is a matrix with an (economy size) singular value decomposition

$$
\mathbf{A}=\hat{\mathbf{U}} \hat{\mathbf{D}} \hat{\mathbf{V}}^{*}=\sum_{j=1}^{r} \sigma_{j} \mathbf{u}_{j} \mathbf{v}_{j}^{*}
$$

as usual. The number $r$ denotes the rank of the matrix so $\sigma_{j}>0$ for $j \in\{1,2, \ldots, r\}$. Define

$$
\mathbf{S}=\hat{\mathbf{V}}(:, 1: r) \hat{\mathbf{D}}(1: r, 1: r)^{-1} \hat{\mathbf{U}}(:, 1: r)^{*}=\sum_{j=1}^{r} \frac{1}{\sigma_{j}} \mathbf{v}_{j} \mathbf{u}_{j}^{*} \in \mathbb{C}^{n \times m}
$$

This matrix is called the Moore-Penrose pseudoinverse of $\mathbf{A}$ and is sometimes written $\mathbf{S}=\mathbf{A}^{\dagger}$. Now fix a vector $\mathbf{b} \in \mathbb{C}^{m}$, and consider the linear system

$$
\begin{equation*}
\mathbf{A x}=\mathbf{b} \tag{1}
\end{equation*}
$$

(a) Suppose that $m=n=r$ so that the matrix is square and non-singular. Prove that $\mathbf{S}=\mathbf{A}^{-1}$ so that the solution to (1) is $\mathbf{x}_{\star}=\mathbf{S b}$.
(b) Now consider a general case (any positive $m$ and $n$, and any $r \in\{1,2, \ldots, \min (m, n)\}$ ). Set $\mathbf{x}_{\star}=\mathbf{S b}$. Prove that

$$
\left\|\mathbf{A} \mathbf{x}_{\star}-\mathbf{b}\right\|=\inf _{\mathbf{y} \in \mathbb{C}^{n}}\|\mathbf{A} \mathbf{y}-\mathbf{b}\|
$$

(c) Consider again a general case (any positive $m$ and $n$, and any $r \in\{1,2, \ldots, \min (m, n)\}$ ). Set $\mathbf{x}_{\star}=\mathbf{S b}$. Prove that if $\mathbf{y}$ is a vector such that

$$
\left\|\mathbf{A} \mathbf{x}_{\star}-\mathbf{b}\right\|=\|\mathbf{A} \mathbf{y}-\mathbf{b}\|
$$

then

$$
\left\|\mathbf{x}_{\star}\right\| \leq\|\mathbf{y}\|
$$

with equality holding if and only if $\mathbf{x}_{\star}=\mathbf{y}$.
Comment: In problem (b), you prove that in the case where equation (1) has a solution (i.e. when $\mathbf{b} \in \operatorname{col}(\mathbf{A}))$ the vector $\mathbf{x}_{\star}=\mathbf{S b}$ is a solution. When the system is not consistent, the vector $\mathbf{x}_{\star}$ is as good of an approximate solution as is possible. In problem (c), you prove that in cases where the equation (1) has many solutions, the particular solution picked by the pseudoinverse is the unique one that has the shortest norm. In other words, $\mathbf{x}_{\star}$ is the point in the hyperplane of solutions that is closest to the origin.

