Section exam 1 Numerical Analysis: Linear Algebra — Solutions
9:30am — 10:45am, Sep. 26, 2024.

Question 1: (5p) Let u = [1, 2, 3]* and v = [2, t, 2] be two vectors in R3. For which value(s) of t are
u and v orthogonal?

Vectors u and v are orthogonal iff u-v = 0. We find
O=u-v=1-242-t43-2=8+2t.
The only solution is t = —4.

Question 2: (5p) Recall that a Householder reflector F is a special unitary matrix that you construct
in order to map a given vector x to the vector Fx = ||x|| e; = [||x], 0, O, ..., 0]*. Give a formula for F,
expressed in terms of the vector x.

Set v = ||x|| e; — x. Then
2

vf?

(Alternatively, you could set v = 6||x|| e; — x with |0 = 1.)

wv*,

F=1-

Question 3: (20p) Let A be a 5 x 5 matrix with the singular value decomposition

A = UDV",
where

4 0 0 00O

03 000

D=0 0 2 0 0|,

00 0 00O

00 0 00O
and where the matrices

U = [u1, ug, ug, ug, us], V = [v1, va, v3, V4, V5]

are unitary. Please give only the answers. Motivations will not be graded.

(a) (2p) Specify the spectral norm of A: A =4
(b) (2p) Specify the Frobenius norm of A: |Allp = V42 + 32 +22 = /29
(¢) (2p) Specify the rank of A: rank(A) = 3

(d) (2p) Specify an orthonormal basis for the column space of A: {uy, ug, us}
(e) (2p) Specify an orthonormal basis for the row space of A: {vy, vo, v3}

(f) (2p) Specify an orthonormal basis for the null space of A: {v4, v5}

(g) (2p) Specify an orthonormal basis for the null space of A*: {uy4, us}

(h) (6p) Specify how well A can be approximated by a matrix of rank 2:

inf{||A — BJ| : B has rank at most 2} = 2



Question 4: (25p) Let Q be an n X n unitary matrix, and define A = [ 8 ]

(a) (bp) Define what it means for a matrix to be orthonormal.
(b) (10p) Prove that there exists a real number ¢ for which the matrix B = ¢A is orthonormal.

(c) (10p) Specify an “economy size” singular value decomposition of A. In other words, specify a
2n X n orthonormal matrix U, an n X n diagonal matrix D, and an n X n unitary matrix V such

that A = UDV™.
Solution:
(a) A matriz B is orthonormal iff B*B = 1. (In other words, its columns form an orthonormal set.)

(b) We find that

tQ
tQ

where in the last step we used that Q is orthonormal, so that Q*Q = I.

B*B = (tA)"(tA) = [tQ" 1Q"] [ ] =tQ*tQ + tQ*tQ = 2¢’°Q*Q = 2¢*1,

Now observe that if we pick ¢t = 1/1/2, then B will be unitary. (t = —1/v/2 works too, of course.)

(c) Set U = %A, so that U is unitary. Then

A =+2U = {Set D= +/21} = UD = {Set V =1} = UDV".
To summarize, A = UDV*, with

U= [8], D=V2l, V=L

Sl
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Alternative solution: It is also the case that A = UDV*, with

U:\}i[:] D=2, V=Q.



Question 5: (25p) Compute the QR factorization of A = [ _;
diagonal entries of R should be non-negative.
Solution: We perform Gram-Schmidt on the columns of A
T
-2 3
in order to compute the QR factorization.

We first normalize a; to build an ON basis for (a;):

rin = [l = V5.

q L 1 [ 1 }

= —a;] = —F— s

Yo V5 [ 2

Then project az onto the orthogonal complement of (q;). First, we compute

T12=QT32=\}5[1, —2]{:1))} ! (1—6)=—5.

~ 5
Then .
1 1 1 1 2
dm-rwa= |5 |-o | L] =[]+ o ]=[1]
Finally,
rog = [|ay]| = V5,
and

Putting everything together:

Q:[ql,q2]=\}5[_
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Question 6: (10p) Suppose that A is a 2 x 2 matrix with the QR factorization

A— a1l a2 _ q11 412 11 Ti12
a1 a2 g21  qo2 0 792 |~
Define the 3 x 3 matrix B via
0 a1 a2

B=|0 ax ax
1 0 0
Specify the QR factorization of B (expressed in terms of the QR factorization of A).
0 0 1 1 0 O
Solution: Set U= | 1 0 0 | and observe that UB= | 0 a1; a9
010 0 a2 a2
Now use the given QR factorization of A
1 0 0 1 0 0 1 0 0
UB= |0 a1 a2 | =0 qu1 qu2 0 rin rio
0 a2 ag 0 qi2 g 0 0 ro

Finally move U over to the right by multiplying both sides by U*:
1 0 0 1 0 0
B=U"|0 qu qo 0 71 712
0 qi2 @22 0 0 7o

:;Q =:R

In other words, B = QR where

0 gqu qi2 1 0 0

Q=|0 qi2 ¢ and R=10 r1 7

1 0 0 0 0 7o
Question 7: (10p) Compute the singular values of the matrix A = [ ;’ ? ] Briefly motivate your
answer.
Solution: Set B = A*A = 12 g . Recall that the eigenvalues of B are the singular values of A
squared. So all we need to do is to compute the eigenvalues of B.

A—10 -5 2
pB(/\):det()\l—B):det[ 5 )\_5}:/\ — 15\ + 25.

We find that

52 15 00 15, VI%5 _5
>\172_— \/ ~2= \/—f— 5 £ =53+ V5).

Taking square roots, we find

VA= 034VE), ad o= VA= /o(3-VE).



